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Abstract

This thesis discusses digital video and its integration into hypermedia systehrsw$t some
algorithms and formats to compress and store digital video, focusing on the MPEG standard.

General topics on hypertext ahgipermedia systemare discussed asell astheir problems
and drawbacks, and ways to overcome them. As a speaahplethe architecture and
features of Hyper-G and its Unix/X11 client Harmony are described.

Finally, the features andnplementation othe Harmony Film Playerare described. Ifully
integrates MPEGnovies intothe hyperlink structure ofHyper-G/Harmony by allowindinks
from and to moviedocumentsAny part, bothtemporal and spatial, can be used either as
source or destination anchor of a hyperlink.
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1. Introduction

Information and its exchange has become an imporfaait of our society.
Communication networks arise everywhere arounthe world, most known and most
widespread the Internet. Tnember of participants dhe Internetas reached 20 - 3fillion
and keeps rising, and now covers private persons as well as universities and companies.

But with the enormous success agiwth of the Internetalso its disadvantagémve
become evident: on the one hand, itidevidual isoverwhelmed byhe amount of data in the
net, on the othehand, one cahardly keep track of thenformation provided; irshort, it is
nearly impossible to find exactly the relevant information.

To overcome these problems, distributed information systems have been developed,
namelythe Wide Area Information System (WAIS|Stein91],which offers aset ofsearch
facilities over the WAIS servers ar@@opher[Alberti92], whichstructures thénformation in a
hierarchical way, vensimilar to the way files are structured in &le system of a modern
operating system.

A third system has become vepppular recently, th&orld Wide Web (WWW, W3)
[Berners92]which was developed at CERN in Geneva, where it was used aphyssts to
store and distribute theidata. In themeantime, almosall institutions, research institutes,
universities, as well agading companies, restaurants, asttiers have theirown WWW-
servers to present their work ordffer their servicesWWW is essentially &aypertext system,
which means, texdlocuments are connected ks (whichare similar to cross-references in
traditional books). Externaliewersare used tadisplay other kind of documents, such as
images, digital videos or audio.

Nevertheless, thexisting systems still havbeir drawbacks: WAIS allows to search the
database, but doewmt try to structure the data, Gopher on the oth@nd provides no real
searching mechanisrand WWW suffers fromthe typical "lost-in-hyperspace” syndrome of
hypertext: users doot know, howmuch information exists to a certdwpic, howmuch they
have already seen and where in information space they currently are.

So a very ambitiouproject was started at the Institute faformation Processing and
Computer-supported Newledia (IICM) of the Graz University of Technology(TUG):
Hyper-G, the first "second generationhypermedia system [Andrews94b]. takes the
hypertext structure dVWW, but expands it in threessential points: first, istructures the
data in agopher-like way in so called collectionsecond, it provides aniversal search
mechanism orthe whole database, and third, itnist restricted to texts, bdally supports
othertypes of documents, such as imad#ss, audio, and others, asell as linksbetween
any type of documents.

Although Gopher and WWW clients can bged to retrieve dafeom a Hyper-G server,
only native Hyper-G clients make use of thk functionality ofthe server. The mosidvanced
Hyper-G client up tahow is Harmony, which runs on Wix machinesunder theX-Window
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system.For each type of documefitext, image,film, audio, postscript,..) there is aseparate
viewer, which visualises these kind of documents.

One of thesemultimediadata types igligital video. Digital video becomesore and
more important, as new ideas and conceptstdtavision arise. Theseoncepts arealso
stronglysupported by the entertainmentustry andaim towards a new;individual" kind of
television. Most known and discussed are:

« Video on Demand (VoD)a service provider sets up a video server; thassentially a
large database storing motion picturesligital form. The television viewer can select any
of these moviesyhich isthen transmitted over sone@mmunicatiometwork andshown
on the customer's television set.

« Interactive Television Interactive televisiorgoes one step further: thelevision viewer
doesn't have to watchraovie passivelybut caneffectthe flow of action. Toimplement
interactive television, existingrototypes storgarious parts of aovie, whichcorrespond
to different flows of action. The viewer caoose among them by some interaction
mechanism.

« Three-Dimensional Moviesin a 3D-Movie the viewer camove through a scene, look
into arbitrary directions, or zoom to certain points, thushing televisionowardsvirtual
reality. Apple is going to release Quicktime \(fer Virtual Reality) this yearwhich will
implement 3D-Movies as an extension to Quicktime (Apple's format for digital video).

Whenone wants to store dransmit digital videocompressionbecomes inevitable. A
full colour picture requires 3 bytgser pixel; the PAL standard iEuroperequires 25rames
per second, the NTSC standard in the USA requirefsaB@esper secondyielding to a total
data volume of 75-90 bytes per second pirdl. A television frame hasbout 352x288 pixels,
which gives atotal data rate of about 7.28Byte per secondDifferent image and video
compression algorithms and standards have been developed, amorngRE€n(for Moving
Pictures Expert Group), aimternational ISO-standard for compressing and stodiggal
video with associated audio. Althougimage (and more video) compression is ofhah
computational complexity, it becomes more and more used even with PC's, as hardware
implementations of both the compression and the decompression algorithm become available.

Digital video is not only important as a replacement or further development for
television,but also annteresting feature for nemformation systems. A known provesays
"A picture'sworth more than thousand words". Of coutbés holds evestronger formoving
pictures. Forexample shortfiim clips caneffectively beused to illustrate technical processes
or present "virtual walksthrough scenes. Whabakes them even mongseful is theirfull
integration into a hypermedia system's lstkucture,making parts of afim a source or
destination of "cross-references".

This thesis discussdé®w digital video has beemtegrated into Hyper-G and itdient
Harmony: First, some general top@soutcompression and image and video compression in
particular are discussed. Then the nemstmon formats tstoredigital video,Motion JPEG,
MPEG, H.261, Quicktime and AVI, are described, with the emphasis on MPEG.

After that hypertext and hypermedia, their history, areas of applicatiorelags their

problemsare presented. Hyper-G as oexisting hypermedia system, iggchitecture and
features are described. Harmony, thex/X11 clientfor Hyper-G is discussed aeell as the
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maintheme of this thesighe HarmonyFilm Player, whichintegrates MPEGnovies into the
Hyper-G/Harmony environment.

When integrating a netype of document into hypermedia systerthe most important
guestion is how to integrate it into the hyperlink structure. In theory a link could be attached to
any spatialand temporapart of themovie (called itssource anchor)Real implementations
have to be more restrictive: The HarmoRym Player allows users tdefine shapegi.e.
rectangles, circles,.) in socalled key framesThe shape in frames betwesvo key frames is
interpolated (either linear or as a quadratic B-spline). The firsttlamdastkey frame also
define the temporal region of the anchor.



2. Colour Spaces & Compression

2.1. Colour Spaces

Colour is a subjectiveampression of individuals. A colowspace is an abstraotodel,
how colour can be "measured”. Such an objective description of colier limse tstore and
exchange coloudata. Thereexist alot of different colour spaces [Hill90Color94]; each
provides a somehow differemiew of colour. In the context dmage compression araigital
video, the most important colour spaces are the RGB- and YUV-colour spaces.

2.1.1. The RGB Colour Space

The RGB colour space is an additive colour space, i.e. each colour is described as a
linear combination othe threeprimary colours_ed, geen and lne (hence its name). Each
colour is thereforgiven by a three-dimensionatctor (R,G,B) (where R, G, B [0;1]). The
set ofall describablecolours (the colour spac&rmsthe unit-cubethis RGB-cube is shown
in figure 2.1.

B
blue cyan
(0’0!1) (0’1’1)
(1,0,1) 1,1,1)
magenta white
black green
(0,0,0) 0,1,0
(0,1,0) G
(1,0,0) (1,1,0)
R red yellow

Figure 2.1: The RGB Colour Space
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Almost all colourscreens today are rast#isplays, whichuse a red, a greeand ablue
glowing phosphor, i.e. the RGB colour space, to display colours.

Normally, computers use one byte storeeach colour component; tip@ssible values
for R, G, B are thereforeot [0;1] but {0, 1, 2,..., 255}. Thatgives atotal number of
2563 = 16.777.216 colours, which can be displayed on a colour screen.

If all these 16 million colours can be displayed on the screen simultangbessgreen is
called aTrue-Colour-Device True colourdevices musstore 3bytesper pixel in their frame
buffer.

Other screens canndisplay allthese 1@millions colours, butonly a smaller number -
for instance256 - ofthem simultaneously. Thegre called Pseudo-Colour-DevicesPseudo
colour devices us@ne or more colour maps, where the actual colour (the thyess
describingthe red, greemnd bluecomponent) are stored; tifimme buffer containgnly an
index to this colour map.

2.1.2. The YUV (Y;Cy) Colour Space

This colour space describes a colour byuitsinance Y(the luminance signaland two
colour difference signals, called U and(¥e chrominance signals). It is used by PAL, the
standard for analogue transmission of colour TV in Western Europe.

The conversion from the RGB colour space to the YUV colour space is as follows:

Y =0.299R + Q587G + 0 114B

U=B-Y

V=R-Y

Note that Uand V can be negative. Therefore a variant of the YUV colour space, the

YG,C; colour spaceis used irdigital systems: gand G correspond to U and késpectively,
buttheyarescaled and translated so that their valresin [0;1], as are thealues of R, G, B
and Y:

C,=U/L402+ Q5

C,=V/L772+ Q5

So we get the conversion from RGB to )& colour space:
Y =0.299R + Q 587TR + 0114B

C,=(B-Y)/1402+ Q5
C,=(R-Y)/1772+ Q5

and back from YEC, to RGB:



R=Y+14020C,-095
G=Y-0.34414(C,- 05— 071414C, - .05
B=Y+17720C,- 09§

The advantage of this colour spabes in the fact that theluminance and the
chrominance signal, whiclare perceiveddifferently by the human eye, can béreated
differently by an encoding algorithm.

2.2. Compression

Compression algorithms in general, and image compression algorithpadigular, can
be divided into lossless and lossy algorithms.

Lossless algorithm$oose no information durinthe encoding process; thaeans, if an
image iscompressed and decompressed, the reconstrumtegge is exactlthe same as the
original image. Example®r lossless algorithmare huffmancoding, runlength coding or the
LZW-algorithm [Welch84]. These algorithms reach compression ratiosbotit 2:1 - in
general their compression ratio depends on the input data.

Lossy algorithmson the othehand, loose information during encoding; theganshat
the reconstructedmage isnot exactly the same asthe original image.The art of lossy
compression is to discard that information, whible human eye camot perceive. Lossy
algorithms reach much higher compresgiatios thanosslessones, up to 100: Examples of
lossy compression algorithmare the ColorCell Compression (CCC) [Pins91], JPEG
[1ISO10918, Wallace91] or MPEG [ISO11172, LeGall91].

Compression fordigital video can further belivided into intra- and interframe
compression. Iintraframe compression each picture is encodetependently of angther,
just as it were a still imagénterframe compression uses the dependencies between pictures to
gain higher compression ratios.

The aim of imagecompression, in general, is to reduce redundancy in the input data;
images (as well as digital video) essentially contain three types of redundancy [Gonzales92]:

« Coding Redundancys redundancy due twon-uniform probability distribution ahe code
symbols. It can be reduced by runlength or huffman coding.

+ Interpixel Redundancyis due to dependencies, bapatial and temporal, of neighbouring
pixels. It can bereducedusing difference coding techniques or transformations to
frequency domain (discrete Fourier transform or discrete cosine transform).

- Psychovisual Redundancis due to informationwhich is not perceived by the human

seeing. Algorithms thateduce psychovisual redundancgre alwayslossy, and try to
discard non-significant information.
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Fidelity Criteria

When using lossy compression algorithriidelity criteria get importantAfter all one
doesn't want to discatdo much ortoo important information. There ate/o kinds offidelity
criteria:

Objective fidelity criteriaare themeansquare error (MSEAnd the signal-to-noise ratio
(SNR). Both are measures for the difference of the original and the reconstructed image:

_1 g
MSE="r .:11:1(0'1 R;)
N M )

22 9

SNR=———=
> > (0, -R,J

where @; are thebrightness values ahe original image and f} are thebrightness
values of the reconstructed image.

Often objectivdidelity criteria arenot satisfactory, because they just gihe numerical
difference ofthe two images,but not how stronghis difference is perceived by a human
spectatorThis isweresubjective fidelity criteriacutin: here thequality of the reconstructed
image is judged by a group of humans.
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3. Digital Video

3.1. Motion-JPEG

JPEG (for_dint Photographic Kperts_Goup) is an ISO standard feompression and
coding ofstill images[1ISO10918,Wallace91]. Motion-JPEG, oshort MIJPEGwhich must
not beconfused withMPEG), is just JPEG used fdigital video: that means each frame is
intracoded, independently of other frames, using JPEG. JPEG defines a number of compression
methods; the most important of them (and what is normally meant when talking about JPEG) is
the baseline sequential codec.

A single component (i.e. grayscale) image is encoded in three steps:

First theimage is spllt into blocks dx8 pixels.The brightness valuesre shifted from
range [0; $-1] to [-2°-L; 2P-L.1]. Each block is then transformed usithg forward discrete
cosine transform (FDCT)

2(x+ D CO°2( y+ )l

F(u,v): u)E(I\)DZZ f( x ycos 16 ST
1 .

where qu{ﬁ ifu=0
1 ifuz0

where f(x,y) isthe brightness value dhe pixel (x, y) of theblock; the F(u,v)'s arealled
DCT-coefficients. For decoding the inverse DCT (IDCT) is used:

(2x+ Dl m:C)S(2y+ )R
16 16

f(x, y)——[zz (WIC(v)IH u V) [eos

The DCT issimilar to the discrete fourier transformyhich implies thatthe DCT-
coefficientsrepresent a two-dimensionfaéquency spectrum. Sinc€&(0,0) is proportional to

the averagedrightness ofthe bIock[F(O O)—EEEZf(x y)) it is (in analogy tosignal

x=0y=0
theory) calledDC-coefficient the other 63 coefficients are calla@-coefficients.
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In the second step the DCT-coefficieate quantizedising a quantization matri@(u,v)
with 8x8 elements. What you get are the quantized DCT-coeffici€ts\:

Fo(u,v) = IntegerRoun@%)

The dequantization, needed for decoding, is the inverse function:

F(uv)=FP(uvyiduy

Note thatthis is the only step in thewhole process whermformation islost, since
F*(u,v) # F(u,v) due to the round function. Then of quantization is to discard information,
which isnot visible to the human eye(For instancethe human eye is mucore sensible to
the average brightness of a block (i.e. the DC-coefficient) than to very high frequencies.)

In the third step these quantiz&ICT-coefficientsare entropy coded: Afirst the
coefficients are arranged in zig-zag order (see figure 3.1).

DC AC01 AC07

AC70 AC77

Figure 3.1: Zig-zag sequence

The DC-coefficientaredifferentially encoded; that meamsyt the currenvalue of the
DC-coefficient isstored butonly the difference ofthe currentDC-coefficient andhe one of
the previous block. Becaus®rmally the averagdrightness of consecutive blocises not
vary too much, the value ofthe difference israthersmall and canwell be compressedising
huffman coding.

The sequence of AC-coefficients is runlength encoded as a paisyrabols
sl = gunlength sizg and s2 =gmplitudg: runlengthis the number of consecutiveero-
valued AC-coefficients, andizeis the number of bits used tencodeamplitude which is
simply the value of a nonzero AC-coefficient. Thegmbolsarefinally huffmanencodedising
a table according to a probability distribution of the symbols.

JPEG handles colour images as so called multipenponent images, where each
primary ofthe colour space represents one component. The componentaatdede the
same spatial resolutioormally colour imagesre encodedisingthe YG,C, colour space,
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were G, and G are subsampled. Different quantization tablesy beused for different
components.

Figure 3.2 summarises the JPEG encoding process:

8x8 Block Block - Encoder Compressed Data

runlength and
huffman encodin

Quantizer

Table Table
(Quantization) (Huffman)

Figure 3.2: JPEG encoding process

MJPEG reaches compression ratios of 10:1 to 20:11@{Zbits/pixel) without visible
effects, 30:1 to 50:1 (i.€.5-1 bits/pixel) with onlymoderate defects, and up to 100:1 (i.e.
0.25bits/pixel) for low-quality purposesThis compressionatio iscertainlynot optimal, since
the redundancy betweetwo consecutive frames isot exploited (as is done in MPEG).
Nevertheless MJPEG provides some advantages over MPEG:

« The JPEG committestartedearlier thanthe MPEG committee, so the standardisation is
further developed and hardware components supporting JPEG compressiomllare
established.

« An MJPEG video can be morastly processed than a MPEG vidsemcethere are no
interframe dependencies.

3.2. MPEG

MPEG (for Motion Hctures Epert Goup) is also an international 1SO-standard
[ISO11172, LeGall91] which describes how to encode digital video with assoaiadex The
standarddefinesthe syntax and semantics thife MPEG bitstream arnttencethe decoder. The
encoder is nospecified directly; so it is possible &mlapt the encoder according to tieeds
of the application (real time compression vs. high compression ratio vs. high quality).

The bitstream is compressed about 1.5Mbit/s, which is alsothe bit rate of the
(uncompressed) audio CD. The standard consists of 3 parts: part 1 descriysgetihecoding
layer, part 2 the encoding of digital video and part 3 the encoding of digital audio.
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3.2.1. MPEG System

This first part of the standardescribes, how video, audio, and privdtga streams are
combined, synchronised and multiplexed.

An MPEG systemdata streanmay contain up to 32 audio, 16 video, and 2 private data
streams. An MPEGystem stream is divided into packs.pAck may either containsystem
data (asystem header) @ne or more packets. Eaphcketcontains an identifier, whichives
its type and number (vide®15, audio 0-31, or private), agll as a preentatiortime stamp,
so that it can be displayed (or played) at the correct time.

3.2.2. MPEG Video

The encoding schenfer MPEG video is based on JPEG. The ingiaita are thérames
of the digital video in the YEC, colour space. As shown in figure 3tBe chrominance signals
are subsampled: wheredke luminance valugY) of every pixel isstored, thechrominance
values (G, G) of 4 pixelsare combined. This can bdone withoutvisible loss of quality
because theuman eye is muamore sensible ttuminancethan to chrominance andatready
halves the amount of data to encode.

XXX X X X
><O><><O><><O><
XXX X X X
><O><><O><><O><

X luminance signal
(O chrominance signals

Figure 3.3: Subsampling of the chrominance signal

There are three types bmes: I-frames, P-frames, and B-fram@here are also D-
frames, whichencodeonly the luminance signal iflow quality, but they mustnot bemixed
with otherframe types. Video streams with D-framasonly usedwithin systemstreams, and
their only intention is to allow a fastorward search mode). Eadname is split into
macroblocks of 16x1@ixel size;each macroblock contains 6 blocks of 8x8 brightrvedises
(4 luminance blocks and 2 chrominance blocks).

I-Frames

I-frames (forintracoded frame} are encoded just lik&till images usingPEG encoding,
with some minor changes and simplifications:
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The 6 blocks of each macroblock are DCT-transformed, DRA -coefficients are
guantized using a quantization table ¢ontrast to JPEG there asly one quantizationable
for both, theluminance and the chrominance signals) anfinally the quantized DCT-
coefficients are runlength and huffman encoded.

I-frames provide a starting point for decodisg)ce they danot depend orany other
frame.

P-Frames

P-frames(for predictive coded framgsdepend on the previous |- or P-framall@xd
reference frame). Motion compensation is used to "prefteties:for each macroblock, you
search for the mossimilar region of 16x16pixel in the referencerame (this so-called
reference block needot be amacroblock of the referendeame, but can beany region of
16x16 pixels). The search can tdene in one- ohalf-pixel resolution; the searcalgorithm
itself is left to the encoder (the standard just suggests some reasonable algorithms).

What isreally encoded is the prediction error: that is ti#erence betweethe current
macroblock and the reference block. Hagneprocedure as iitframes is used to encodlas
errorblock: the predictiorerrors are DCT-transformed, quantized (withodimer quantization
matrix thanthe DCT coefficients of I-frames) andinally runlength andhuffman encoded.
Further youhave to encodéhe motion vector (i.e. theumber of pixels or half pixels inoth
directions by whichthe position of the current macrobloblas to be translated tget the
position of the reference block). These motion vectors are diffewential encoded: you
encode thalifference betweetwo consecutive motion vectorapt themotion vectoritself.
This is reasonable, becaus®rmally two consecutive blocks W be translated by
approximatelythe sameamount, so théifferential motionvectors tend to be rathemall and
can be encoded efficiently using huffman coding.

If both thedifferential motionvector and the predictioarrors are zero, theacroblock
is encoded askipped macroblockFor skipped macroblocks no actudéta are storefbnly
the macroblock headddentifying the macroblock as skipped macroblock) tls&y compress
extremely well.

If the encoder canndind a goodreference block, the current macroblock is encoded as
in I-frames. So P-frames can cont&iath I-blocks and P-blocks, whereas I-frames contain
only I-blocks. It's entirely left to the encoder, which type of block to use.

B-Frames

B-frames (for bidirectional predictive coded framgsare an extension of-fPames.
Motion compensation isot only done for the previous (past) I- &framebut also for the
following (future) one and the averageanfy past andanyfuture block (it's up to the encoder
which combinations it's taking into consideration).

So you have to encode a forward and a backward motion vect@llassthe prediction
errors. As inP-frames, if both motion vectors and the predicgamrs are zero thielock can
be encoded as skipped macroblock.
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Sincethere are now a lot momhoices for the reference block, it is mdkely that a
really good one is found. Future prediction furthermore makes it possiblegbatieeference
block can be found for previously hidden objects.

As in P-frames, if no good reference frame is found, the macroblock is intracoded.

Summary of Compressing Techniques used in MPEG

MPEG combines a number of compression techniques, which are here summarised:

«  Subsampling of the chrominance sigrfar 4luminance valuethere isonly onevalue of
each chrominance signal; this can be done without visible effects, because the human eye is
much more sensible to luminance than to chrominance.

«  Quantization A whole range of values is represented by a swalige in thatange. 8ice
the range ofpossible values decreasdlse number of bits needed tencode a value
decreases. Quantization causes loss of information, which is called quantization noise.

« Predictive Coding One tries to estimate thealue of a pixel by values of previously
encodedpixels; so onlythe difference betweethe estimation andhe currentvalue (the
prediction errorhas to be encoded. These predicgorors arenormally smalland can be
encoded more efficiently. MPEG uses predictive coding to encodeGkmoefficients and
the motion vectors.

« Motion Compensation and Interframe Codi@ne tries to predict a block by a block of a
known (reference-) frame. This technigedies onthe fact, thawithin a shortsequence
frames don't change very much.

- Frequency Transformation (DCT)Brightness valuesare transformed tdrequency
coefficients. In generdhe energy isconcentrated in the lower frequencies, and most of
the higher frequencies are zero.

« Runlength codinglf there is a series of equalues (i.ezeros), one doesn't encoithem
all, but only their number and once the value.

« Huffman Encoding (variable length codindjighly probable valuesire encodedising
only few bits, whereas improbable values get longer codes.

«  Picture Interpolation This isused in B-frames. Ongoes motion compensation alsgh
the average of a past and a future blockpi@cks that danot really exist in any frame of
the sequence, but which are likely to be similar to blocks of the B-frame between.

Sequence of frames

The choice of the type of thieamesused and their sequence,estirely left to the
encoder. An often used sequence is IBBPBBPBBPBBis sequence arttie dependencies
of the frames are shown in figure 3.4.

This sequencguarantees that there is an I-frameery 0.4 seconds (for thAmerican
TV standard NTSC with 3@ramesper second) oevery 0.48 seconds (for European TV
standards PAL and SECAM with 25 frames per second) where decoding can start.
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Figure 3.4: Dependencies of Frames

The motion prediction to futurfames in B-frames risesne problem: to beble to
decode a B-frame, ydoave todecode the future I- or P-frameadvance; therefore it has to
be stored in front of the-Bame. So one has wistinguish betweethe displayorderand the
file order of the frames.

The display ordergivesthe order inwhich frames have to be displayddr example:
1,B1B5P1B3B,4P,BsBgP3B/Bglo...

Thefile order givesthe order invhich the framesare encoded in the MPEG stream, in
our example: ]!PlBlesz3B4P3B5BG| ZB7B8' e

Bitstream Hierarchy

The MPEG stream is composed of six layers:

Sequence Layer

Group of Pictures Layer

Picture Layer

Slice Layer

Macroblock Layer

Block Layer

Figure 3.5: MPEG bitstream hierarchy

The Sequence Layeis thetop layer: it starts with &equence-start-code, where various
parameters are sdgllowed by oneore more groups of pictures arfimhally a sequence-end-
code.

A Group of Pictures (GoPonsists of one or more pictures: it starts witgr@up-start-
code ancends with the nexgroup-start-code (athe sequence-end-code).GoP startawith
an I-frame irfile orderand ends with an I- or P-framedisplayorder. GoPs arendependent
of each other (except for B-frames previous to the first I-frandiesplayorder); theiraim is to
allow random access to the stream.

A Picture corresponds to a sindieame inthe video. Each picture staststh a picture-
start-code, where among other parameters its frame type is stored (I-, P- or B-frame).
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Each picture consists dblices Slices provide somanmunity to corrupt data (for
exampledue to transmssion errors). The slice-start-coderovides a new starting point to
continue decoding; soot thewhole corrupted picturenas to be discarded. The number of
slices per picture can be chosen by the encoder according taualgty of the line of
transmission. Ithe line isreliable (or the video is jusstored as dle on disk), the slice-start-
codes are aadditional overheadyhich decreases both, the compression ratio and the speed
of decoding.

A Macroblock consists of 16x16 pets of a frameand is the coding unit for motion
compensation. A macroblock consists of six blocks.

Finally, Blocks consist of 8x8 brightness values (eithr the luminance or a
chrominance signal) and are the coding unit for the DCT.

3.2.3. MPEG Audio

The encoding of video and audio differ, becatise eye andthe ear workvery
differently. MPEG audiodefines a@amily of three audio coding sches, called_ayer-1,-2,-3.
The decoders at@erarchical, i.e. a Layer-tiecoder can also decode bitstreams encoded in all
layers below n.

The basic encoding scheme is the same for each layer: the gmmaltisia digitised audio
signal in Audio-CD qualityi.e. 44.1 kHzsampling frequencgnd 16 bit resolution to encode
the amplitude). The input signal asvided into frequency subbandsr each subband a just
noticeable noise-level is estimated using a psychoacoustic model. Thideneisdetermines
the number of bits necessary to encode a frequency.

The psychoacoustic modelises anasking effect othe humanear: If there is a strong
tone with a certain frequency, for example at 1000 Hz, and a lower tone neadxarfiple at
1100 Hz,this secondone is nasked and cannot be heard if it stays below a cdeiagh This
masking effect means that you can raise the noise level around a strong frequency (because you
can't hear this noise), and raisihg noiselevel means using less bits éacode the antifude
of the signal neathis strong tone. Furthermotais masking effecbccurs als®-5 msbefore
and up to 100 ms after a strong tone; this is called pre- and postmasking respectively.

For sterecsignalsthe dependency aboth channels idurther exploited by using a joint-
stereo-mode. Layer 3 further reduces redundancy by applying huffman encoding.

3.2.4. Extensions of MPEG (MPEG-2, MPEG-3, MPEG-4)

MPEG-2[ISO13818] wadinished inNovember 1994Whereas MPEG-1 was dedicated
to applications withdata rates of CD-ROMs (1.5 Mbit/s), MPEG-2 tries to catch the
requirements fodigital television: here quality iswore important, whereas the dase may
be higher(about 4 MBIt/s).Analogue television is transmitted interlac@ek. 2 fields are
transmitted: thdirst field containsonly the odd rows, theecond containsnly the even rows
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of a frame). MPEG-3upports theencoding of interleaved video and expldhe redundancy
between the fields and frames.

MPEG-3 was intended fohigh definition television (HDTV) usingata rates of 20-30
MBiIt/s, but this application is now already covered by MPEG-2.

MPEG-4 is dedicated to applications with very laata rates (around 4.8 - &Bit/s)
like the video phone. The CCITT H.261 standard (see ch3iebelow) is also intended for
these applications.

3.3.H.261

H.261 is a recommendation of thelTU/CCITT [ITU90], the international
telecommunication unit. The intention &f.261 is to provide a standard ferdeophone
applications over an ISDN network with a bit rate of p times 64 kbit/s.

The source format are non-interlaced pictures in either the CIF format (i.e. 352x288
pixels) orthe QCIF format (176x144ixels) and30000/1001 (=29.97) pictures per second in
the YG,C, colour space, where - as in MPEG&hd G are spatially subsampled.

Error handling isdone by a BCH (511,493) forwardrror correction code. The
implementation of this BCH code is optional.

If the encoder igoo slow to meet the required picturate, temporalsubsampling is
done by discarding complete pictures.

Bitstream Hierarchy

Picture
Group of Blocks (GOB)
Macroblock
Block

Figure 3.6: H.261 Layers

The top layer isthe picture layer A picture starts with a header and is followed by a
number of group of blocks.

A group of blocks(GOB) covers 176x48uminance valuesnd 88x24chrominance
values. A GOB also begins with a header and is followed by 33 macroblocks

A macroblockcovers the area of 16xJ#xels. The header of the macroblock states if
the macroblock is intra- or intercoded. Interframe coding is done by motion compensation (and
optionally applying an additional filter).

A macroblock - as in MPEG - consists $ik blocks four luminance blocksand two
chrominance blocksFor intraframecoding theluminance or chrominance valuese used
respectively, for iterframe codinghe prediction errovaluesare used. As in MPEG these
values are DCT-transformed and the DCT-coefficients are runlength and huffman encoded.

-20 -



Comparison with MPEG

H.261 is amuch simplerthan MPEG. ltessentiallyprovides equivalents of I- and P-
frames,but there is no sucthing as B-frames. Therefore its compress@o issurely lower
than the one of MPEG. On the otheand, H.261 wasnainly developed for the use in
videophone applications where consecutive framebatdly differ at all (normallyspeakers
just moves their heads and hands a bit) and roisvery disturbing if some frames are
discarded from time to time, the encoder isoo slow or has already usédo many bits.
Moreover H.261has towork in real time (encoding asvell as decoding), so its lesser
computational complexity is a big advantage.

3.4. Quicktime

Quicktime [Apple93,Glnter92] is themultimedia extensiorior the Apple Macintosh
computer. It is a part afs operating system, and therefore comes free with eMaxy The
aim of Quicktime is to providehe integration ofjeneral time-basedata into theMacintosh
hard- and software environment. Therefore it can be best compared with MPEG system.

Quicktime has five main tasks:

« It provides theMovie Toolbox,the Image Compression Manager and the Component

Manager, which can be used by applications.

+ It standardises thmanagement of input media, like frame-grabbers, by offericgnaept
similar to printer drivers.

It provides different compression algorithms.

« It implements anewdata type, thenovie, which can beutand pasted like text oamages,
or integrated into other applications.

« It provides a standardised user interface to record, play, edit, and compress movies.

A movieis a containerwhich containsone or moreracks with data ofdifferent type
and origin, for instance a film and the corresponding audio, both in English and German.

Quicktime is a scheme &toretime-basediata likedigital video anchot a comprssion
algorithm. In contrarydifferent compressorare provided byQuicktime. All compressors
supportframe differencing that meansnot thewhole frame is compressed astbred, but
only the difference betweetwo succeeding frames. This increases compression ratio, on
the otherhand, it is no longer possible to jump directly to a fradezode andlisplayit. So
the algorithm inserts so-called key frames e data stream&ey framesare just intracoded
images (theyorrespond to MPEG's I-frames). Timember of frameperkey frame can be set
by the user in the standard compresgimlog; as a rule of thumthe number of frames
between to key frames should be approximataly the framerate (i.e.when displaying 30
frames per second, after each 15ftame a key frame should be inserted). Furthermore
Quicktime automatically inserts a key frame, if a frame differs fronprigglecessor by more
than 90 per cent.
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Quicktime supports the following compressors:

« TheRaw Compressois not areal compressor; is justores thdrames uncompressed, but
it is possible to change (decrease as well as increase) the number of bits per pixel.

« ThePhoto- or JPEG Compressauses JPEG to compress fhemes. Frame differencing
is not possible, when using this compressor.

« TheVideo Compressois a lossy algorithm, whichises spatial and temporal dependencies
to compress frames. It was developed by Apple to compress video with Zblbiis
information in real time anglay it with at least 10 frameger second. Its com@sion
ratio is between 5:1 to 8:1.

« TheCompact Video Compress a variant of the Video Compressatich hasgreater
compression ratio, faster playback speed, but slower compression time.

« The Animation Compressoris based upon the compressor &l images in Apple's
PICT-format. It uses run-length encodimgtionally lossy or lossless. It st suited for
computer generated animations.

« TheGraphics Compressois an alternative to thenimationcompressorwhich works for
images with 8 bits/pixel and has approximatély double compression ratio and needs the
double time to compress a video.

« An MPEG Compressors provided by the new version Quicktime 2.0.

As a special feature, Quicktime allows to mark a fram@aster frame This poster
frame should be a frame representatiethe wholefilm. If a Quicktime movie isntegrated
into another application, this poster frame (along with a movie icon) is shown; if theliciser
onto this frame, the movie starts playing.

3.5.Video for Windows (RIFF / AVI)

Video for Windows [Muray94, POpsel94] ke most usedystem to play digital video
on PC's under Microsoft Windows. In fact, Video for Windows is just a subset of Microsoft's
RIFF (Resource InterchangeéleFFormat) format. RIFF is (as Quicktime)naultimediafile
format, which defines atructured frameworkiyhich maycontain variouslata typestored in
already existing data formats.

The actual data type contained in a RIFF file is indicated by its file extension; there are
« AVI (audio/visual interleaved) for digital video with associated audio
« WAV (waveform data) for audio data
« RDI for bitmaps
« RMI for MIDI data

« BND for a bundle of other RIFF's
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Till now, only the AVI and WAV formats are fully specified and implemented.

A RIFF file consists of mitiple nested data structuresalledchunks For an AVilfile,

there are three types of chunks:

The list-chunk contains a header, indicating the format of the data streams.

The AVI datachunk contains the actual video and authita, either storethterleaved in
subchunks or as a whole block in one chunk.

Theindex chunk contains a list afl otherchunks and their locations in tfike; it is used
to allow random access to the video.
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4. Hypertext and Hypermedia

4.1. What is Hypertext?

Traditionaltexts aresequential: normallyeaders start at page ottleen they read page
two and so on. Hypertext ([Nielson90, Berk91]) is nonsequential; theregseo sequence in
which the text is to be read.

Hypertext consists of pieces of text (callemdesor document$, which are connected
by links. Figure 4.1 shows agxample of aathersmall hypertext consisting of 6 documents
and several links.

Figure 4.1: An Example of a small Hypertext

Links can be compared with cross-references or footnotes in traditgtsiThey make
different options to browse through the documents available to the reader. The actual sequence
in which the text is read, isletermined by the reader at thme of reading. Whereas in
traditional texts authorbavefull control of the sequence of reading, in hypertéléy can
only makesuggestions (i.dinks) for possible sequencdsuyt it is up to the readevhich way
to choose.

As can be seen in figure 4.1, hypertext fornrmework of documents arlohks. Reading
the hypertext corresponds tmoving around this network. To emphasisethe reader's
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responsibility of choosing whicdocument to read next, reading a hypertext is oftdled
navigation

The start point of a link iscalled itssource anchoy its endpoint is calledestination
anchor. The source anchor is thpart of the link that iglepicted on the screen to call the
reader's attention to thiek. The destination anchor descrilibe "target area” of think; so
it is possible that a link refers only to a part of a document, instead of the whole one.

Hypermedia[Maurer92] is the extension of hypertext raultimedia. Documents may
not only containtext, butalso images, movies, aud@apimations and son. Sincethe idea of
hypermedia systems and hypertext systentedssame, people often use tweo words as
synonyms. Nevertheless hypermeth#&roduces some additional problems, for instance the
amount of data needed to store raster images, digital video or audio.

4.2. History & Applications of Hypertext/Hypermedia

Memex described by Vannevar Bush in 1945 is tinst hypertext system prased.
Bush claimed thathe progress of research is slowed down byinhbility of researchers to
find the relevant inforration. So he proposed Memex as a device in whedple wouldstore
their books, records andommunications and link them. Since computdlsd up whole
rooms and werenot considered very practicahose days, Bush's proposahcluded a
sophisticatednechanism of microfiims&nd microfilm projection devices; it has never been
implemented.

Augument/NLS by DougEngelbart started in 1968uring the Augument project, the
researchers storeal their papers andeports in ashared journalwhich includedcross-
references to other works.

Xanadu was proposed by TeNelson in 1965: it was Nelson, who coined therd
"hypertext". The idea of Xanadu was storeeverything that anybody has eweritten (and
will ever write). Nelsorbelieves that "everything is deeply interwingledid therefore has to
be stored and linked together.

The Aspen Movie Mapof 1978 wagrobablythe first true hypermedia systenfll the
streets of the city oAspen(Colorado) werdilmed from atruck driving through the streets.
Each photograph wdmked to other photographs in thgequence a person would selgen
walking straight ahead, backingp, ormoving totheleft or to the right. The user ahis map
can navigate through this information space using a joystick. Furthermore it is posgiblk to
into buildings, since many of them were filmed, too.

Hypertext orhypermedia systemmay be ofuse for avariety of applicationsespecially
whentheinformation is organised in numerous fragments, these fragments relate twthesch
and the user needs only a small fraction of the information at any time.

Examples of already existing hypertext/hypermedia applicati@re: online
documentation, help, and tutorialsthin software systems, dictionaries aedcyclopaedias,
especiallyelectronic publishing [Maurer94], andsystems usefor education, inibraries or
museums ("interactive library/museumThere also exist som&orks of interactive fiction,
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where a story is tolthot sequentially as in a traditional novelit as a hypertext, where the
reader determines the actual flow of action.

4.3. Architecture of Hypertext/Hypermedia Systems

4.3.1. Structure of Hypertext Systems

One can distinguisthree architecturdevels of ahypertext or hypermedia system: The
database levek the bottonlayer ofthe system. It deals with traditional database issues, such
as information st@ge,multi-user access tthe information, and security considerations. For
the databaskevel documents anéinks of the hypertext are just ordinadata objectsvith no
particular meaning.

The middle layer ishe hypertext abstract machine (HAM)Here thebasicnature of the
documents andinks of the hypertextsystem is definedthe HAM knows of the form of
documents antinks and their attributes. The HAM is also a subject for standardisatiaah
is important if one wants to interchange hypertexts between different systems.

Finally, the top layer isthe presentation levelhere the actual userterface is defined,
how documents andinks are actually displayedhow commandsare issued and what
commands exist.

4.3.2.Documents

Documents are the sihest unit of information in &ypertext system. Depending on the
actual system they are also calfeinmes cardsor nodes There are two types of systems:

In frame basedsystems, each document (or frame) has extuetlgize ofthe computer's
screen, independently ofie information it contains. A pagmay consist of more than one
frame. This implies, thahe authohasfull control of the look of the node. On the otlhand
nodes are hard tmodify in framebased systems. (Consider you want to add one line to a
node, buthis line doesn'fit on the screemnymore; so you have tweate a nevirame,which
can affect some destination anchors, etc.)

In contrast,window basedsystems requirehe user toscroll the text, because the
documentmay betoo large to fit intothe window. In suclsystemshe authomas no control
over the presentation of the documentr{@y be in aathersmallwindow aswell as in a full-
screen window). On thetherhand, users can adjust thiges and positions dhe wndows
according to their needs. Window based systems can also changetaphor of presentation
according to the circumstances, and changes of nodes can be achievedimgileersince
other windows are not affected.
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4.3.3.Links

Links are the secontundamentatata type irhypermedia systems. Normalljnks are
anchored: the departure and destination points of the linkadleelanchors. Anchors are the
structures which are displayed on the screen and indicate the existence of the link to the user.

Links can be eithemnidirectional or bidirectional. Most systems onlysupport
unidirectional links, because thegre easier tamplement (one just needs tetore the
destination of the link in the document), wheré&adirectional linksrequire a separatink
database. Nevertheless they provid® advantages: First, they make it easierstgpport
navigational facilitiessuch as overview maps (sebapter 4.4.)and second, they allow to
check the consistency of the database, if documents are to be modified or deleted.

A seldom used type dinks are multi-ended links such a link hasiot one butmany
destinations; normally, whehe link is activated, enenu is displayed to allowsers to choose
to which destination they really want to go.

"Normal" links replace documents, that meati® old documentontainingthe link, is
replaced by the new document (this corresponds to the goto-statemetreditdnal
programming languages). A special kind of linktlie annotationt an annotation typatly
opens a pop-up windowyhen it is activated. Wenusers haveead the annotation arudbse
the window,they return to the old document (this corresponds to the gosub-statement or
function call).

4.4. Navigation and Information Retrieval

Usersmoving around a large hypertextisiting document after document,liwbecome
disoriented rather quicklyhis is known ashe famous'lost in hyperspace”syndrome. Also,
it is difficult for readers to find all the relevant nodiéegy are interested, or to estimate how
much ofthe relevantnformation they have seen already. Various solutions to overcome these
problems exist. Mstimplemented systems provide a combination of thexther thanjust
one.

The perhaps most simple solution guéded tours a guidedour connects documents in
a predefined way, thuselieving users of navigation. They just have to issue some sort of
"next" or "previous" command. Guidedurs arewell suited to introduce users to a certain
subject and to provide a first overviewer documents in the database. Of course users may
abort thetour atany timeand come back to the "guide" later. Nevertheless gumedbring
users back to reading a text sequentially.

Surely, the most importamiavigational facility ighe backtrack whichtakes userback
to thepreviously visiteddocument. Backtrackllows users toeturn to "known" territory, no
matter how farthey havegone. A moregeneral mechanisrare history lists Whenever a
document is visited, it is inserted irttee historylist, thusallowing users to jump back tthis
document later.

Some systems allow usersdefine a list ofbookmarks the difference between thist
(also callechot list) and the historyist is, thatusers musexplicitly add a document to the hot
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list, whereas thegre insertechutomatically into their history list. Frequently used documents
can beput to the hotist, so userg@reable to findthem again later quickly. Apecial kind of
bookmark is thepossibility to interrupt the currensession and resume it later without
changing the state of the hypertext.

Overview diagramsire another way to support navigation. Unfortunatelyntimeber of
documents andinks in a (distributed) hypertext system iso large to show thenall on a
single map. Therefore variolsvels of detailare provided: foinstance aoughview of the
information space is provided and the user can zoomgettonoredetails. Anothepossibility
is the use of #&cal map it showsonly the surroundings of the current document, i.e. these
documentswhich are connected to the current one by a pathnk$ of a certainmaximal
length (for example aldocumentsavhich can beaeached fronthe current one bipllowing at
mosttwo links); if links arebidirectional,the local mapcannotonly be displayedor outgoing
links, but also for incoming ones.

Information retrieval is an important topic foall information systems, and therefore
also forhypermedia system3he subject is how tdind all relevant information. Traditional
information systems allow users to quéing databasasing some sort of query language. In
hypermedia systemall information can, ofcourse, be foungburely by navigationBut, as
mentioned above, it idifficult for users to guess, where thigormation is located in the
information space. Therefore it makes senskyplermedia systems also allow search queries
as do traditional database systems. The answer to such a query could be a starting point for
hyper-navigation. Theimplest query, at least ypertext, is dull text search but it can be
impractical in really bigdistributed systems, and, when it comes to hypermbadia,do you
search in pictures, movies, or audiofaikly goodsearch strategy is to search &tiributes of
the nodes, such as title, keywordsaothor.Since linksdescribe relationships of noddisey
could be used by more sophisticated methods to perform some sort of "semantic search".

4.5. Digital Video in Hypermedia Systems

The first problem arising, when trying to integratmgital video into a hypermedia
system, isthe enormous amount of data neededstore digital video. So compression
becomes inevitable. Compression and formatsstire digital video have already been
discussed in the chapters 2. and 3.

The next question is, what a link infiem document is, i.ehow its anchors look like.
With films, in contrast tatexts orstill images,the temporaldimensionmust be taken into
account. In general, an anchor carabgregion of a picture of thélm, which can move and
change its size and shape in time frome picture to the next one. In practice, dw@as to
constrain from arbitrary shapes to fixed ones, such as rectangles or circles.

Next, the question, how such an anchor camdfened, must be considered: surely it
would not bepractical, if the position ansize ofthe anchor regiohas to be definetbr each
single picture. Onevay to overcome this problem is to tbe userdefinethe region insome
pictures (calleckey frame$; in the pictures betweekey framesthe region is calculated by
interpolation.
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Two kinds of links can be identified, when dealing with time-based data:

User activated links: Thedmks must be activated by the usexplicitly, for example by
clicking on its source anchor. They can be compared with links in texts or still images.

Automatically activated links: Thedaks are bound to a certain point irme, and are
activated automatically, whehe corresponding picture dssplayed.Films containing this
type oflinks are alscacalledannotated films[Lennon94],sincethe links can provide some
kind of annotation (or explanation) of the film.

Digital video in hypermedia systems can be used for many applications, for example:

Visualisation users can look at or walk through real or virtual scenes. Links could provide
additional explanations or detailed images of the objects seen in the movie.

Multimedia presentation An annotatedfim can also be used for aultimedia
presentation. Thdilm provides thetimeline, which causes other documents (texts,
images,..) to be displayed.

Programmable film the prgrammable film(sometimes also calldéILM) is the pendant

of a literary hypertext: the film itself consists olioa of small clips;the user can control the
flow of action by following different links, which will select the appropriate clip.
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5. Hyper-G

Hyper-G is a large-scale, general-purpose, distributed, multi-usgpermedia
information system, which is currentlieveloped at Gra@niversity of TechnologyThe aim
of the Hyper-G project [Kappe91] is to study and (if possible) eliminate the typical problems of
hypermedia mentioned in the previous chapter.

5.1. Navigation and Information Retrieval in Hyper-G

Hyper-G combines a number of navigational and sefalities, inorder toovercome
the "lost in hyperspace” problem [Andrews93].

Hyper-Navigation

Of course, since Hyper-G is a hypermedia system, the user can navigateypsitigks:
a link maylead fromone part of alocument (the source anchor) t@part of anothefor the
same) documenfthe destination anchorHyper-navigation is somehowhe naturalway of
finding information in a hypermedia system, especially as multimedia documents (i.e. other than
text documents), in general, cannot be searched for.

Collection Hierarchy

Every Hyper-G document is a mber of one or more collectionsyhich are in turn
members ofbne or more collections, thus creatindpiararchy of collections. dte thatthis
hierarchy isnot a tree, but aacyclic directed graphsince objectsnay be members ahore
than one collectionsThis collection hierarchy provides an additiorstitucture over the
document space and serves three purposes:

« Navigation: The collection hierarchy offers some kind of global map; whenever users visit a
document (no mattewhich navigational paradigm issed), the location dhis document
in the collectionhierarchy is shownFurthermore since collectionsire used taombine
"similar" documents (i.e. documeritelonging tothe same subject), useget anoverview
of documents belonging to the same or a similar topic rather quickly.

« Search scope: Usemsay mark certain collections as active, bef@®suing asearch query;
thus, the number of found documents can be restricted.

« Access rights: In a large hypermedia system whtbusands of users and thousands of
authors it isnecessary to provide some kind of access rights. Hyper-G allogisutd or
denyread or write access to collectiossnilar tothe read and write access rights in the
UNIX file system.
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Currently three types of collections are defined:

« Ordinary collections as described above: when visited, a listabfitems the collection
contains is displayed. The order of the items may be defined statically or dynasoctaty
by certain attributes of the collection members.

« A cluster is a special collection: when it is visitedll its membersare visited (i.e.
visualised) too. Clusters allow it to combine different typeslafuments, for instance a
film with its textual description. Further, thegre used toimplement multilingual
documents and version control.

« A tour is a collection, which visits its members ircertainorder. It is used tdinearize
hypertexts and tomplementguided tours by automatically generating a "next" and a
"previous" link.

Search Facilities

There aretwo modes of searching. Every Hyper-G object haset of associated
attributes such as title, keywords, typauthor, creatiortime, expiration time, etc. These
attributes can be searched farcluding boolean combinations. Typical queriesuld be:
"Search forall text documentsaving digital video and hypermediatire title" or "Search for
all documents written by Smith this year".

Additionally, texts can be searched for fl-text queries, since thegre automatically
indexed on insertion intthe database. The Hyper{@Gll text server supports bothuzzy
boolean queries and nearest-neighbour searches based on the vector space model.

In both modes the collectiomerarchy can beised todefine the scope of the search
ranging from a single collection on a single Hyper-G servalltoollections onall Hyper-G
servers world-wide.

Of course, users amot exgcted to stay with one of the abavavigation paradigms.
Contrary, they vll change it constantly according to their neéds.example, usemnight use
the collectiorhierarchy to go to a certain encyclopaedia, then activate this collectiossard
a search query. ¥én readinghe found documenthey may jump toother documentssing
hyper-links ("cross-references"). Therefore it is import that the uséerface is kept
consistent, even when the navigation paradigm is changed, so that users are not confused.

5.2. Architecture

Hyper-G uses alient/server mode[Kappe93], withclients and serversonnected via
the Internet using TCP/IP. Figure 5.1 shows the architecture of Hyper-G.

Note thatunlike Gopher o WWW theclient has taconnect taonly one Hyper-G server.
If the client needs information fromramote server, thiecal server fetches it and passes it on
to the client. This has some advantages:

+ Clients are kept simple, since they need not connect to many servers.
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« It enables caching of remote documents in the local server.

« The maintenance afser accounts and access rightkdpt simple, sinceghe userhas to
identify to one server only.

« The link server can gather statistics and user profiles on a per-session basis.

to remote Hyper-G Servers

I I

LAN

e
e
s
L
L

Figure 5.1: The Architecture of Hyper-G

For theclient onlythe local server isvisible; it connects to other Hyper-G servers and
performs searches across server boundaries. As indicafigdran 5.1,the server consists of
three distinct server processes:

Thefull text serveroffers full text retrieval facilities and automatic link generation.

Thelink serveris an object-oriented database of objects and relations between objects.
An object is a description of either a documénk, anchor, collectiontour, remote database,
etc. The relationstate which document belongs tevhich collection, whichanchors are
attached to which documents, etc. Its main functions are:

« It assigns objedDs to objectsgnsuring that néwo objects share theame ID andnaps
object IDs to objectéonly the link server stores momformationabout an objectnaking
it simple to modify objects, since they have to be modified only at the link server).

+ It separatesinks from documents. So users can attach a link ¢baample an @notation)
to documentsyhich theymustnot modify for various reasons (fonstance because they
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have no access rights, tire document is stored onread-onlymediumsuch as a CD-
ROM).

« It enables bidirectional links. They allawe client todraw overviewmaps and can be used
to keep the database consistetien documentsre modified or deleted (sincedinks to
non-existing or outdated documents can be found and handled automatically).

« Itis aware of the collection hierarchy and uses it to maintain database consistency.

« It stores attributes afach object, such as title, keywordsithor, creationime, etc. and
thus allows to perform boolean search queries on the database.

+ It contains a scheme of access rights to allowigablethe access to certain documents or
collections to certain users or groups of users.

« It can gather detailed statistics about system usage.

Finally, the documentserverstoredocal documents and cachesnote ones. Thelient
connects to the link server and uses it to search and browse for documemsadd/cument
is needed, it is retrieved frotme document server. If the document is a remote one, the
document server retrieves it frothe remote document server, transmits it todent and
caches it. If the document @ready inthe document cache, it is transmitted to dhent
immediately.

5.3. Interoperability

Hyper-G is able tointeract with Gopher [Alberti92], WAIS [Stein91], and WWW
[Berners-Lee93] servers and Gopher and WWW clients.

Hyper-G can be accessed by Gopher\WiW clients. When using &opherclient, the
collection hierarchy is mapped into a Gopher menu tree; since hyperlinks cannot be represented
in Gopher, one looses tip@ssibility of hyper-navigation. A synthetsearch item igienerated
at the foot of each Gopher menu to allow the user to search the corresponding collection.

When using a WWW&klient, eachlevel of the collectionhierarchy isconverted to a
HTML document,which contains hyperlinks tthe members othe collection. Hyper-Gext
documentsjncluding their links, are converted to HTML documents, other docuntgpées
such as images @iims are sent as pure ddte andnormally visualised by aexternal viewer.
Special HTML documentsare generated by the server to access some of the more
sophisticated functions dhe Hyper-G server such as seaidentification, orthe change of
the language.

On the otherhand, the Hyper-G server can connect to GopWaNW, and WAIS
servers, in order toetrieve information from them. The Hyper-G serveraide to store
pointers to such remote objects. Gophsnusare transformed into Hyper-Gollections.
WWW textdocuments into Hyper-G text documents, o&W documents (image§ims,
audio,...) aresentdirectly tothe appropriate Hyper-G viewer. WAIS queries and responses
are transformed into Hyper-G queries and responses.
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6. Harmony

Harmony [Andrews94a] is the native client for Hyper-G for X Windows [Nye88, Nye89]
on Unixplatforms. It takes advantage of Hyper-G's structural and retrieval features to provide
intuitive navigational facilitiesand informative feedbacibout the location oinformation in
the collectionhierarchy. Harmony is written in CH6troustrup91Jand uses the InterViews
toolkit [Linton89] to build the graphical user interface.

6.1. Architecture

Harmony is a multi-processriik application(see figure 6.1)Its main process is the
Session Manageif-or each type of document there is a separate viewer procbss)
displays this kind ofdocument. Currently there asx native Harmonyiewers: the Text
Viewer, the Image Viewer, the Postscript Viewer, the Scene VieweFilthéPlayer and the
Audio Player.

The big advantage of this modular multi-procestucture is, that new types of
documents can benplemented easilyjust by implementing anew viewer for this type of
document. If no native viewer exists for a certain type of docurttentSession Manager can
also start anexternal viewer. Of course, externalewers do not support thewhole
functionality provided by Hyper-G and Harmony, in particular, they do not support hyperlinks.

This approach, withmplementing nativeriewers, has some advantageger a solution
using only external viewers:

«  All viewers, aswell asthe Session Manager, share@mmon user interface. If users
know how to use one viewer, it is easy for them to use the other viewers as well.

«  All viewers support links in their documents, thus creating a real hypermedia system, with
links between any types of documents.

6.2. A Tour through Harmony

The Session Manager is theaimprocess of Harmony. It starts thecessary viewers
and initiatesthe communication betweethe viewers andthe Hyper-G serverlts main
functions and features are:

-34 -



Control <>
Documents <€—— 2

Figure 6.1: The Architecture of Harmony

The Session ManageCollection Browser(thetop left window in figure 6.2) shows the
collection hierarchy and allows navigatitigough it. Furthermore, it shows the location of the
current documenwithin the collectionhierarchy, independently by which means of navigation
or search this document has been retrie¥éb isimportant, because it shows the user the
context of the current document.

The Session Manager provides an interface to HypeG€&asch Engine(the bottom
right window in figure 6.2): searches can be performed attnibutes (title, author,
keywords,...) aswell as full text in either a singl¢ghe current) collection, aet of activated
collections or the whole local server.
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The Session Manager providedastory List (the bottomleft window in figure 6.2),
which stores the accessedllections and documents tife currentsession as well asearch
operations and their results. In #weample session shown in figure 6f& Hyper-G server of
Graz University of Technology has been accessed. It first presented a welcome page (as can be
seen in the HistorBrowser). Then aollection containing system documentation basn
opened and a search query for "grep" issued. Note that the Session Manager also inserts search
queries into the History List, thus storing the search parameters and its result. The search
found 9 objects containing "grep” in their title or keywortd#) of themare text documents,
the others are anchor objects.

As thefirst found text document was activated, its locatiothm collection ferarchy
was displayed inthe Collection Browser, showing thatthe textbelongs tothe collection
"Hacker's Jargon'which indicates taisers, that perhaps this documemntasquite whatthey
expected, and shouldbt be takertoo seriously. The second text document belongs to the
collection "Manual Pages" and is probably, what the user was looking for.

The Session Manager createsdsmand a.ocal Map (figure 6.3), showinghe link
structure around the current document, thluswingthe "surroundings” of a document. The
figure shows two levels of incoming and outgoiings of the text document "gregreviously
accessed.

Figure 6.4 shows Harmonyssipport formultiple languages The user caspecify a list
of language preferences. Harmorgt only changedts user interface tthe selected language,
but also displays documents in the order given by the preference list.

An unique feature of Harmony ike Information Landscape(figure 6.5): itvisualises
the collectiorhierarchy ashreedimensionatubes on a plane and allotte user tdfly" over
this information space searching for data. The Landscape and the Session M@&adlgetisn
Browser worksynchronously: opening a collection jpaith in the Landscape also opens it in
the Collection Browser andvice versa.Additionally, the Landscape provides averview
window to give users an overview where over the plane they currently are.

The Session Manager allows usersujadate the server database (figure 6.6): new
documents can be inserted, the attributes of existing documents can be modified, or documents
can be deleted. In thexample shown ithe figure 6.6, a neviilm has been inserted into the
database and a German title has been added afterwards.

Hyper-G and Harmony is &ue hypermedia systemfigure 6.7 shows amxample
session with aext, animage, afilm and an audio document presenting the Institute of
Information Processing and Computer supported new Media (IICM).

But whatreally makeghe hypermedia system the support folinks betweenany type
of documents. Figure 6.8 shows informataiyout theAustrian National Library. Starting at a
text about thdibrary, afim showing a flighthrough the great hall of tHidrary was found; in
this film there is a source anchor attached to the statue of Emigariorby activating this
source anchor, a link to a 3D scene document was followkd. 3D scene document
visualiseshe model ofthe statueand allowsthe user to look at the statérem various point
of views.
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Figure 6.6: Session Manager: Insertion of new documents
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Figure 6.8: Hypermedia Features of Harmony
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/. The Harmony Film Player

7.1. Using the Film Player

The HarmonyFilm Player isstarted by th&ession Manager thiest time the user wants
to see a film. During loading (figure 7.1) the progress bar shows the percentizgeatieady
read; simultaneously, if the live option is enabled, the film is already played.

— Harmony Film Player | 4 J|

Fife Mavigate Anchors View Oplions Help

Live Loop Anchors

| Loading... Stop
] ]

Figure 7.1: Film Player during loading

As soon adoading is completehe controlelements (scrollbar and puslittons) are
shown and the first frame of the destination anchor is displayed (figure 7.2).

7.1.1. The Control Elements

Below the actuafilm there is a scrollbar and some pumlitons: thescrollbar has two
functions: First, it can be used to scroll along the time axis of the film (scrolling isodbnen
the I-frames of the MPEG stream for performance reas@lisking onthe scrollbar with the
left mouse buttomctivates a "large" scrolllicking with the middle mouse buttooauses the
player to jump to thelicked position.Smoothscrolling can belone by dragging thenouse
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— Harmony Film Player | -] ]

Fife Mavigate Anchors View Oplions Help
Live Loop m

M mj»n -':IID- H

| 11eM fiying logo | 1-801
| |

Figure 7.2: Film Player with control elements

when holdingthe left or middlemouse button. Théwo buttons at thdeft and right of the
scrollbar can be used to do a "small" scroll.

The second function dhe scrollbar is to mark a frameange.This can bedone by
dragging the mouse with thi@ht buttonpressed. An alreadsxisting range can baodified
by additionally holding down thehift-key then, the boundary nearest to thesor is updated,
the otherboundary is left unchanged. If a certain rangéefiim is marked,only thispart of
the film is played.

Below the scrollbar there are some push buttons. They have the following functions:

H Play: start playing.

ll| Pause: pause the film.

3 Stop: stop playing.

3 Step back: go to the previous picture.

B | Step forward: go to the next picture.

E Rewind: go tathefirst picture ofthefilm (or to the begin ofthe markedramerange, if
there is one)
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M | Forward: go to last picture of the film (or to the end of the mafieederange, if there is
one)

Note that thepause anglay buttons stay pressed to indicate the curstate of the
player. The functions dhe back and forward step buttons aot thesame ashe buttons of
the scrollbar: thdirst do a really frame-wisstep, whereas the secomaly do a "small scroll”
on the I-frames of the film.

7.1.2. The Menu and Button Bars

All functions ofthe Film Player(exceptplay, pause stop, steprewind, and forward) are
accessible byhe menu.For some frequently used functiottsere are also shortcuts, either in
form of abutton in the button bar or as a keystroke. Most ofaitteons described here are
also available during loading; if not it is stated explicitly below.

The File Menu

« Open allows you toopen andlay afilm from your localfile system. Wheiplaying a local
film, some functions ofhe player are natvailableand thereforaelisabled(for example all
functions dealing with anchors and links). This function is not available during loading.

+ Save asallows you to savéhe currentilm to your localfile system. This function is not
available during loading.

- Exit Viewer terminates théiim player.(Note that thdilm player isautomatically closed,
when you terminate the Harmony session.)

The Navigate Menu

« Goto Frame(shortcut: "g"): open the Goto-Frame-Dialog window (see below).
« Back(shortcut: "b"): go to the previous object in the history list.

« Forward (shortcut: "f"): go to the next object in the history list.

« History (shortcut: "h"): open the History Browser.

« Hold: holds the currerfim in the Film Player; a newrilm Player isstarted by th&ession
Manager, when the next film is to be played.

The Anchors Menu

« Follow (shortcut: "Return™): follow the selected source anchor.
« Next(shortcut: "Tab"): select the next source anchor.

« Define as Sourcensert the newly defined path as source anchor into the database.
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Define as Destinatianinsert thenewly definedpath as destination anchor into the
database.

Use Default Destinatiandefine the default destinatior{that is the whole film) as
destination anchor.

Delete delete the selected source anchor.

Shape allows you tochoose the shape fdefininganchors. Currentlpnly rectangles are
available.

Interpolation allows you tochoose the method for interpolating the shapaadn-key
frames, when defininganchors. Currently spline (a quadratic B-spline) aneali are
implemented.

The View Menu

Settinggshortcut: "*s"): open the settings dialog (see below).

Synchronisewhen activatedthe film is played with aconstantframe rate. Synchronised
playing is not available during loading.

Zoom allows you to enlarge or reduce the size of the picture.
Anchors

Display: switch on or off the displaying of anchors.
Colours: allows you to change the colours of anchors.

The Options Menu

Loop when on, the player restarts playing the film, when the end has been reached.
Live: when on, the player plays the film already during loading.

No B-Frames when activated, no B-frames t¢fie MPEG stream are decoded and
displayed. Switching off B-frames capeed up playback, amday therefore bauseful on
low performance machines.

No P-Frames when activated, no P-frames tfie MPEG stream are decoded and
displayed. If no P-framesre to be decode&-frames also cannot be deeal sothey are
skipped too. This option may be useful on machines with extremely low performance.

The Help Menu

Overview display a tutorial about the film player; this function is not yet implemented.
Index display a help index; this function is not yet implemented.

About display the Harmony logo.
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Buttons

Some of the modtequently usednenu functions can also laetivated usinghe push
buttons of the button bar. Thekenctionsare: Live (same a®ptions/Live),Loop (same as
Options/Loop) and Anchors (same as View/Anchors/Display).

7.1.3. The Progress Indicator

The bottom line of the film player is the so called progress indicator. It shows the current
state of the player and has two major modes:

. During loading (figure 7.1) it displays progress bashowingthe percentage of data
alreadyread.Pressing thetop button (at theght of the progress indicator) causes the
player to abortdading. The already loadgart of thefilm can be played normalljNote
that aborting loadingnay take awhile, since nevertheleske playerhas to wait for all
data of the picture it is currently decoding.

«  After loading (figure 7.2Jhe progress indicator shows the title of the current document,
and the current frame range.

7.1.4. Dialogs

The Goto-Frame Dialog

This dialog (figure 7.3) allows you to jump &my frame ofthe film by just entering its
number and pressirmgturn orclicking on theGoto-Button The dialog window can be closed
by clicking on theClose-Button

— Goto Frame | E _||

Goto Frame: | Ea

Goto I Close I

Figure 7.3: The Goto-Frame Dialog

The Settings Dialog

The Settings dialog (see figure 7.4) provit@gefunctions; it can be closed by pressing
the Close-Button

The firstpart of thedialog allows you to changée brightness othe frames. TheFilm
Playerdoes agammacorrection;gamma mayange from0.3 to 2.5and can be changed either
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by the scrollbar or by directly enterinthe desiredvalue intothe field editor. Pressing the
Reset-Buttomesets the value of gamma to 1.0.

In the middle part of thedialog you carset theframerate (i.e. thenumber of frames
displayedper second). Asvith gammathe framerate can be changed usirtge scrollbar or
the field editor. Pasible framerates are between 1dhd 60.0. Pressing théefault-Button
resets thdramerate to thedefault valuestored in the MPEG heade3ynchronised playback
can be turned on or off witihe Synchronise-Buttqgrthis buttonhasthe same function as (and
is synchronous with) the View/Synchronise menu item.

The thirdpart of thedialog can be used to markiramerange.This is an alternative to
marking a frame range witihe Film Player's scrollbar. The numberstbé startand thestop
frame can bentered into théwo field editors. Pressing thReset-Buttortlears thecurrently
marked frame range.

— Settings | 4 J|

Famma;

4' | Ihl | 1.0 Reset

Frame Rate:

4' | ||-| | 30.0 Default

E’Synchronise

Frame Range:
from | 17 to | 2z2 Reset

Close

Figure 7.4: The Settings Dialog

7.1.5. Selecting and Following Anchors

Using the Anchorbutton or themenu item View/Anchors/Displathe anchors can be
switched on or off.

There are two ways to select a source anchor: Just click (once) into the region defined by

the anchor with théeft mouse buttoand it wil be selected. If more than one anchorslate
some (arbitrary) anchor is selected and youstap througtall hit anchors by holdinglown
the shift keyand clicking with the left mousebutton. If youclick outside any anchor, all
anchors W be unselected. The secomdhy is touse themenu: selecAnchors/Nexto step
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through all anchorsvisible in the currentframe. This menu function hate TAB-keyas
shortcut. The selected anchor is displayed in a different colour.

To follow a link you have to activate iurce anchorThis also can béone in two
ways:double-clickingwith theleft mousebutton will activatethe selected source anchor, if it
is hit, or (if no anchor is selected yet or the selected anchooti&it) an arbitrary hit anchor.
The other method is to activate thelected anchor usitge Anchors/Followmenu item; the
same action is activated by pressingRtElr URN-key.

Figure 7.5 shows 8lm document withtwo source anchors; the lower right thiem is
selected and could be followed by pressing RETURN or choosing Anchors/Follow:

— Harmony Film Player | - ||
Fife Mavigate Anchors View Oplions He.-'pl
Live Loop Anchors

M|  m|w|n] [afp]| M

| Earth |1—?zu

Figure 7.5: Selecting and Following Source Anchors

7.1.6. Defining and Deleting Anchors

The HarmonyFilm Player (as doall native Harmony viewers) allows users define
source and destination anchors.
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The most sirple way to define aranchor, is todefine the wholefilm as destination

anchor; this can be done by choosingAhehors/Use Default Destinationenu item.

To define any general path in a film as anchor take the following steps:

Choose the shape of the anchor in Arehors/Shapenenu; currentlyyou can choose
between rectangles and circles. The shape of the anchor cannot be changed afterwards!

Define key framesjust scroll toany frame ofthe film (either by usinghe scrollbar, the
step buttons, the Goto-Frarbalog, or justplaying tothe frame) and markhe region of
interest (i.e. the rectangle aoircle) by dragginghe mouse with theight mouse button
pressed. If a region has been marked already in this frame, it is replatiez fiw one.
Just clicking with the right moudautton deletes the current regidgxiternatively you can
change the marked region bgditionally holdingdown theshift-key this allows you to
drag thedefinition point closest to the mouse cursor.this manner, define asany key
frames as you need or like.

Choose a method of interpolation in tAechors/Interpolationmenu; this can beone
anytime during the definition of key frames. The marked regiotizeikey framesare used
to calculate the regions all frames betweetwo key frames. Currently you cashoose
between kear interpolation and spline interpolationh& using lineamterpolation, the
region betweertwo key frames is just calculated #ee linear interpolation ofhe regions
of thetwo neighbouring key frames. Linear interpolation is very simipig,may result in
jerky motion. When using splinenterpolation, the regions of interest are calculaigidg a

— Harmony Link Creator | -] ]

Source Anchar

Title : Mational Library (MPEG Film) 4
Fosition ; Rect Linear 3; 1 0.451087 0.397059 0,5570R5 I:I.EiEEII:IEIEI%

Title : Statue of Emperor Karl V1.
Paosition : Entire Document

Tit|E:| English :I
Create Link Close I Help I

Figure 7.6: The Harmony Link Creator
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guadratic B-splineThis spline results ismooth motion, but igeneralthe defined regions
in the key frames do not belong to the spline.

« Finally, when the defined path fits (which can be checked by juglaying the film, or
scrolling to any frame, sindée path is recalculated eatime you change a key frame or
the method of interpolation), you caefine thispath either to be a source anchor by
choosing theAnchors/Define as Sourceenu item or to be a destinatiamchor by
choosing théAnchors/Define as Destinatianenu item. This causése viewer to send the
definition of the anchor to the Session Managehjch now opens thé.ink Creator (see
figure 7.6) to display the definition of the "new" anchéow, you have tadefinethe other
end of the link inany other (orthe same) document. The link &ctually created and
inserted into the database, when you pres€thate-LinkButton in the Link Creator.

Figure 7.7 shows aewly definedpath and the Anchors Menu. BglectingDefine as
Sourceor Define as Destinatiorthis path can bealefined assource or destination anchor
respectively.

— Harmony Film Player | - ||
Fife Mavigate | Anchors | View Oplions Help
Live Lo Mexd A Anchors
Ferffenn e
Define As Source
kgi, | Define As Destination - M
- | Use Default Destination) .
Pefels
Shape S
interpolation S
L e
M | l = n =1 I b |
| NatBib |1—1EIIII

7.7: Defining a new Anchor
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To delete a source anchor, just select it and choosmeha itemAnchor/Delete The

Session Managerilvdisplay aconfirmation dialog and actually deldtee anchor (asvell as
the corresponding link and destination anchor).

7.1.7. The Film Player's X-Resources

The HarmonyFilm Player defines some Xesources(additionally to those already

defined byinterViews). The value of &t of the resourcesan be changed interactively as
well, using some menu functiofRor each resource itdomain and default valugf any) is
given in brackets.

The main resource classHarmony.Filmwith the resources
shmeniboolean][off]: use shared memory extension of X.
anchordisplay[boolean][on]: show anchors.
live [boolean][on]: play film during loading.

loadtoend[boolean][on]: wheron, thefilm is played tothe end duringoading; when off,
the first frame of the destination anchor is shown immediately after all data arrived.

loop [boolean][off]: rewindthe film and start playing automatically whethe end of the
film has been reached.

dither [string][color]: default dithering method. &sible valuesire color (for true colour
displays), ordered (ordered dither),fs (Floyd-Steinberg dithering)hybrid (hybrid of
ordered dithering and Floyd-Steinberg), amay (grayscale dithering).
anchordisplay[boolean][on]: display anchors.

activateFeedbackTimgloat][0.5]: how long(in seconds) the hourglass cursor is shown,
when a link is followed.

brushwidth[int][1]: line width for rubberbanding.

linewidth[int][2]: line width to draw the anchors with.
anchorColour{colour]: colour of source anchors.
anchorSeenColouykcolour]: colour for already seen source anchors.
selectedAnchorColoJrolour]: colour for the selected source anchor.
destinationColoufcolour]: colour for the destination anchor.
markerColour[colour]: colour for marking new anchors.

There are resourcaubclasses to defirtbe geometry and look of thaialog windows.

These are: Harmony.Film.Open Harmony.Film.Save Harmony.Film.GotoFrame and
Harmony.Film.SettingsAll of them also use the aliggarmony.Film.Dialog

-53-



7.2. Implementation Details

7.2.1. The MPEG Decoder

The base of thélarmonyFilm Player isthe public domain BerkeleWIPEG decoder of
the University of California [Patel93]; it is available by anonymousftp from
mm-ftp.berkeley.cs.edu:/pub/multimedia/mpeg/mpeg_play-2.0.tar.Z. It is written in C and has
a simple interface tthe X-Windowssystem to display frameBirst, its most important data
structures are describefhllowed by the functional interfacethe dithering algorithms and
finally the changes made to the Berkeley code.

Data Structures

The decodedefinesthe structure/idStream which containsll information about the
MPEG stream and its current state of decoding:

/* Video stream structure. */
typedef struct vid_stream {

unsigned int h_size; [* Horiz. size in pixels. */
unsigned int v_size; /* Vert. size in pixels.  */
Pict picture; /* Current picture. */
unsigned int *buf_start;  /* Input buffer */
unsigned int *buffer; /* Pointer to next byte in
input buffer. */
Pictimage *past; [* Past predictive frame. */
Pictimage *future; [* Future predictive frame. */
Pictimage *current; /* Current frame. */
Pictimage *ring[5]; /* Ring buffer of frames.  */
} VidStream;

The most important sub structures\oliStreamarePict andPictimage a Pict contains
the information about the current picture (most important its type I, P or B):

[* Picture structure. Contains compressed image */
typedef struct pict {

unsigned int code_type;  /* Frame type: P, B, | */
} Pict;

A Pictimage contains a whole uncompressed picture in thg,CfCcolour space.
VidStreamcontains a buffer oPictimagesand three pointers tthis buffer pointing to the
currentframe,the future and the past referericame (possibly) needed ttecode the current
frame.
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typedef struct pict_image {

unsigned char *luminance; /* Luminance plane. */
unsigned char *Cr; /* Cr plane. */
unsigned char *Cb; /* Cb plane. */
unsigned char *display; /* Display plane.  */

} Pictimage;

The Functional Interface

The main interface to the MPEG decoder is the function
void mpegVidRsrc(TimeStamp, VidStream*yhich decodes dixed amount of macroblocks
of the given stream; whenever a frame is completigoded, it is dithered ardisplayed (it
should be displayed dhe time indicated bythe TimeStampbput this feature hasot been
implemented yet; so this argument is ignored).

The functionvoid DoDitherimage(...)is called bythe decoder to dither a pictupefore
it is displayed. It is essentially a big switstatementwhich callsthe appropriatealithering
function.

Functionint get_more_data(...)s called bythe decoderwhen its internal buffer runs

out of data. Ireads datérom the inputfile and writes it into duffer; if the end of thdile has
been reached, a sequence end code is written into the buffer.

Dithering and the Harmony Colormap

MPEG stores the picture data in Y& colour space; on thether hand,all display
hardwaredisplays colour irRGB colour spacerlhis conversion othe colour spaces istane
critical point, since it has to bdone for eaclpixel. Onpseudocolour devicesyhich cannot
display all 24 colours at once, the picture also has to be dithered.

The Berkeley decoder provides several different dithering algorithms, whichlke by
DoDitherlmage() One dithering algorithm is fdruecolordisplays; itjust does the YEC, to
RGB conversion. Thetheralgorithms really do ditheringhe clever thingabout themis, that
they dothe dithering in YG,C, colour space, thus reducing thember ofcolours to 128 (in
YC,C,); during initialisation,these 128 colours are converted to RGB and allocated in the
system'’s colormaf@hat means, that opseudocolour devices, the colour space conversion is
done by the colormap (i.e. by thiésplay hardware)which essentiallyeduces the execution
time.

These dithering algorithms ud@8 colours.They are equally spaced in YEC, colour
space with 8 value®r Y, 4 valuesfor C,,, and 4 value$or C.. All Harmony viewers (and of
course also the Session Manager) should usedime colormap, otherwise some windows
would bedisplayed in falseolours.Sincethe above 128 colours are constructed in,GC
colour space, they dwoot contain grayjtones,which onthe othermandarelikely to beused for
the user interface (for instance push buttons or menus). $tatheony colormap contains the
above 128 colours (two of theane double in RGB colour space, so thereoalhg 126 unique
colours), 16 grayones (fromblack to white,equallyspaced) and the @rimary colours red,
green, blue, cyan, magenta, ayellow, making148 colour totally.Normally pseudocolour
devices have a coloutepth of 8,which means256 colours can beisplayed atonce; so
Harmony leaved408 colormap entries totherapplications, which is surelgnough for other
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non-graphical applications, running parallel to Harmony. Appendishdws the entire
Harmony Colormap.

Changes to the Decoder

A global variablecurFrame has beeradded,which counts theframe currentlybeing
decoded. It is needed by the viewer to keep track of the playing.

The returnvalue of functiormpegVidRsrc(has been changedow it returns an integer
value, whichreportsinformationabout the state afecoding (whictstart codesas beemead,
which type of frame is currently being@cbded, if grame has beefully decoded, or if a frame
has been displayed).

DoDitherimage()is already implemented in mpeg_play, which comes thith MPEG
decoder. @ly some new dithering functions thisplay withdouble anchalf sizefor truecolor
as well as pseudocolour and grayscale, have been added. Grayscale dithering had to be reduced
from 128 grayscales to the 16 ones contained inHaenony colormap. Unfortunatelyis
leads to a clearly visible loss of quality, but on the other hand it is not possible for the Harmony
Film Player to allocatd28 graysdas (as mpeg_playdoes), thudeaving nocolours for the
other Harmony processes (in particular for the Image Viewer).

To be able tawhange the brightnessf theframes (when thewredisplayed;not in the
MPEG file itself), a new table has beedded. Thedithering algorithms dmot use the
luminance values directlfput usethem as an index into this tabtae valuestored inthis table
is used as actudlminance value. Bysetting this table appropriategny function on the
luminance valuegould be implemented. Currenttile table isset up to perform gamma

correction (i.eY' :Y%).

get_more_data(lso was taken frormpeg_play and extended supportdecoding
while loadingdatafrom aremote database: a n@lobal variabldoading has been added (as
its namesuggests, it is sathenthe player loads newatafrom the server). Wenloading is
set and get_more_data()could read no more dafeom the inputfile, it calls a function
(HgMpeg::waitForData() to allow the player to read new data and append it to the input file.

The decodehas been extended supportsynchronised playback For that purpose,
whenever a frame is displayed and synchronisation is on @&ynch a new function
void SynchStream(VidStream®) called. It checks, if decoding was in timeh& decoding
wastoo fast(for instance becaugbe user wants tplay the film in slow motion), the decoder
delaysfor the appropriatéime. When decodingvastoo slow, the correspondingumber of
frames is skipped. Since frames in MPEG frames can depeoith@nones, it islso necessary
to skipall frames, whichdepend on already skippeties. Thameans whenever an |- or P-
frame has to be skippedll following frames up tdhe next I-frame alsbave to be skipped.
This very simple scheme of synchronisation catisesim to be playedratherjerkily, because
generallytoo manyframesare skippedwhich maycause the player tdelay after displaying
the nextframe, just tofind that it islate, whendisplayingthe next but ondrame. A more
sophisticated synchronisation schefaee [Rowe94]) would try tekip at first only B-frames;
if that is still too slow, it would also skip P-frames, and finally I-frames.
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7.2.2. Encapsulating the MPEG decoder

Besidethe above functions, there are soghebal variables, whiclare important to the
Harmony Viewer, such athe totalnumber of framesthe number ofthe currentirame, the
dithering type, and some mowll these have been encapsulated theo C++class HgMpeg
to "hide"the details ofthe decoder. (Since thegariables and functiorsreglobal C variables
and functions, this cannagally prevent theapplication from accessing them directlye class
just provides a clean interface without forcing its user to deal with the decoder's details.)

class HgMpeg { /I encapsulation of Berkeley MPEG decoder
public:

HgMpeg();

virtual ~HgMpeg();

static HgMpeg* instance();

virtual void initXDisplay(Window?*); // initialize display

unsigned int width() const; /I get width of frame
unsigned int height() const; /I get height of frame

int totNumFrames() const; /I get total number of frames
int curFrame() const; /l get current frame

boolean getSynch() const; /I get synchronisation flag
void setSynch(boolean synchronise); // set synchronisation flag
boolean getLoop() const; I/ get loop flag

void toggleLoop(); // toggle loop flag

double defaultFrameRate() const;  // get default frame rate
double getFrameRate() const; /l get actual frame rate
void setFrameRate(double framerate); // set actual frame rate
int getDitherType() const; /I get dither type

void setDitherType(int); /I set dither type

void changeDither(int); /I change dither type

boolean getBFlag() const; // get no B-frames flag

void toggleBFlag(); // toggle no B-frames flag
boolean getPFlag() const; /I get no P-frames flag

void togglePFlag(); // toggle no P-frames flag
boolean trueColor() const; /I TrueColor visual exists?

virtual void waitForData() {};
virtual void drawSpecial() const {};
virtual void error(const char* msg);

protected:
int decodeMpeg(); /I decode a bit of the stream
void nextStartCode(); Il parse to next start code
void initVidStream(); [l initalize struct VidStream

void setDitherType(const char* ditherType);
/I set dither type by name
void inputFile(FILE* input); /Il set input file
void noDisplay(boolean noDisplayFlag);
Il set noDisplayFlag
void resetSynch(); /I start synchronisation
void setlO(); /I set global I/O-variables
void resetlO(); /I reset global I/O-variables
void totNumFrames(int numFrames); // set total number of frames
void curFrame(int curFrame); /I set current frame
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Only one object ofclass HgMpegper application has to be created; this object is
returned by the static mdaar functioninstance() This was necessary to lable to call
member functions oHgMpegin functions ofthe decoder (foinstance inget_more_data
without having to pass the actual object all the @wawn, which would have made necessary a
change in the whole interface of the decoder.

By calling initXDisplay() a window is passed to the decoder; itficc window the
decoderdisplaysthe frames. The windowtself is created and mapped by InterViews (see
chapter 7.2.8. on page 69).

There are a lot of mdmer functions toget information about the MPEG stream (for
examplethe size ofthe frames,the number of frames and sm) or tochange théehaviour of
the decode(like switching on or off synchronisation, changitng frame rate, changing the
dithering algorithm and so on), which are rather straightforward.

The following virtual members can be implemented in a subclass:
« waitForData() is called by the decoder, when it rung of dataand theloading flag isset.
WhenHgMpegis used tduild astandalone player this function can be left empty, and the
loading flag must not be set.

« drawSpecial()is called immediatelnfter aframe has been displayetie Film Player uses
this function to draw the anchors above the picture.

« error() is called when amrrorcondition occurs during decoding; a description ofaher
is passed as parameter. The default behavioerrof is toprint this description on stderr.
If the application wants to deal with errors differently, it has to overload this function.

7.2.3.The Harmony Communication Protocol

The viewer haswo channels of communicatiofsee figure 7.8)the first one, which

Session Control Film
Manager Player
Control Data

Figure 7.8: The Harmony Communication Protocol
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handlegshe flow of control, is to the Session Manager, the secam& ovemwhich the actual
data are sent, is to the Document Server within the Hyper-G server.

The first timethe user wants to see a document of a certain (igpease of theFilm
Player, afilm), the Session Manager forks a viewer daemon procesenWie Session
Manager wants to attach a ngigwer to a documerfthefirst time a document of this type is
requested, or the user wantshtd the current document),rnitakes alPC connection tohis
daemon, which then forks the actual viewer.

Each Harmony viewer is derived fractass HgViewer

class HgViewer {

public:
HgViewer(HgViewerManager* manager);
virtual ~HgViewer();

virtual void load(const char* document,
const char* source_anchors,
const char* info = 0);
virtual void browse(const char* destination_anchor);

virtual void map();
virtual void unmap();
virtual void iconify();
virtual void deiconify();
virtual void raise();
virtual void lower();

virtual void terminate();

virtual void setLanguage(int language);
virtual void getPos(RString& position);
virtual int port();

h

The viewer opens g@ort, which will be used to receivehe documents; th&ession
Manager asks for this port using the functpmnt().

The following steps are taken to load a document:

« The Session Manager tellse Hyper-GLink Server to send a document to the above
viewer port.

« Thelink Server checks if the documentagailableand if the usehas appropriate access
rights; if not, an error is returned to the Session Manager.

« The Link Server tells the Document Server to send the document to the viewer.

« The Document Server tries to open an IPC connection tui¢keer. If the connection is
not accepted by the viewer fsome reason, the Document Server returnereor to the
Link Server, which in turn passes it to the Session Manager.

« The Session Manager tetlse viewer to load the document tgiling the function load();
with the load all the viewer also gets the object description of the document (object id,
title, author, ...) and the list of all source anchors attached to the document.
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« Afterwards the Session Managalls browse()to tell the viewer todisplaythe document;
as parameter the viewer gets the destination anchor attached to the document.

All object descriptions (i.e. the description of documents, anchorg,come to the
viewer as a string (either as const char* or as RStvhgzh isthe 11ICM implementation of a
string class); this string isuild up of fields, whichare separated byewlines,the stringends
with two newlines.Eachfield contains &field nameand a valuethese are separated by an
equal-sign. The following example shows the description of some film document:

const char* document =
"ObjectID=0x00000047\n"
"Type=Document\n”
"DocumentType=Movie\n"
"Author=hgsystem™\n
"TimeCreated=94/05/10 09:09:54\n"
"TimeModified=94/10/10 13:50:55\n"
"Title=en:A Short Video Tour of the Arsenal\n"
"Title=ge:Ein kurzer Film vom Zeughaus\n"
"Path=DC0x00031df7 0x000a9e4e\n"
"GOid=0x811b9908 0x00002c26\n"
"

Two fields of the document's descriptiamoming withload() are of particular interest:
the field Path hasthe form "Path=document_path document_siz&ince MPEG nowhere
stores the total number of frames or the size of the stream, the sadamadfthe Path-field is
used to determinéhe size ofthe MPEG streantin bytes); this size is needed tisplay a
progress during loading.

If the viewer has already loadethe document ananly the anchors changed (for
instance becaudbe useihas inserted or deleted an anchor), or a link whose destination is in
the same document has been followlte document's description contains #ulelitionalfield
Functionwith thevaluereload This tellsthe viewer to use thalready loaded document and
not to wait for data from the document server.

Theterminate()call isused tatell the viewer to terminate (whetihhe Harmony Session is
terminated by the useryetLanguage()s used tatell the viewer the current language. The
viewer then changes its user interfaceh® newlanguagethe version ofthe document in the
new language is loaded by the nortoald(Ybrowse()mechanism.

The functiongetPos()is called bythe Session Manager get the currenpositionwithin
the documentin the Film Player, that ighe currentirame);the Session Managstoresthis
position with the histonjist; whenthe usefjumps back to thislocument usinghe Session
Manager's history functions, this position is senth@viewer as destination anchor with the
browse()call.

The remaining functionsare rather straightforwaranap() tells the viewer tomap its
window, unmap()to unmap its windowaise() to raise its window (i.e. makée window the
topmost window)|ower() to lower its windowjconify() to iconify its window anddeiconify()
to deiconify its window.

The communication ithe other directionfrom the viewer to the Session Manager, is
implemented by thelass HgViewerManager
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class HgViewerManager {
public:
virtual void viewerTerminated(const char* document,
HgViewer* viewer);
virtual void viewerError(HgViewer* viewer);

virtual void followLink(const char* source_anchor,
HgViewer* viewer);

virtual void defineSourceAnchor(const char* anchor);

virtual void defineDestAnchor(const char* anchor);

virtual void deleteLink(const char* source_anchor,
HgViewer* viewer);

virtual void back(HgViewer* viewer);
virtual void forward(HgViewer* viewer);
virtual void history(HgViewer* viewer);
virtual void hold(RString document,
HgViewer* viewer);
3

When the viewer calls one of these functions, a remote procedure of Shsesion
Manager is called; all of the functions need the calling viewer as one of the parameters.

By callingviewerTerminated(@he viewer tells the Session Manager, thatillt terminate
now (forexample, becaudbe user wants to quit the viewevjewerError() tells the Session
Manager, that arrror condition occurred in theiewer; the (protected) meber variable
error_ of HgViewerspecifies the exact error condition.

The functionfollowLink() is called bythe viewer totell the Session Manager follow
the link attached to the source anchor passed as argudefiieSourceAnchor(and
defineDestAnchor(are used talefine a newsource or destination anchaspectively. The
position of the anchor in the document is encoded in the po$igidrnof the anchors object
description (see 7.2.6. on page &3hally, deleteLink()is used to delete a link.

The functionhistory() causes the Session Manager to open the history browessk()
reloads the previous document in the hist@ty(if there is one)forward() reloads the next
document in the historlyst, andhold() tells the Session Manager, that it shostdrt a new
viewer, whenthe next document of theame type should be loaded, so tha current
document remains on the screen.

7.2.4. Implementing the Communication - The Dispatcher

With the InterViews toolkit (see chapter 7.2.7. on pagedByes aset ofclasses to
handle asynchronous communicatiofhe central class of these tle class Dispatcher
IOCallback functions can be linked fite descriptorsusing the Dispatcher::link() function.
This file descriptorhidesthe communication via docket.Wheneverdatacan be readrom or
written to thisfile descriptor, thdinked callback function is called, until it imken off the
Dispatcher bycalling Dispatcher::unlink() When Dispatcher::dispatch()is called, the
Dispatcher checks @ny|/O-event occurred anchllsthelinked callback function. Wheusing
InterViews Dispatcher::dispatch(neednot becalled explicitly, since it igloneimplicitly by
the Session run-loop.
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The Film Player usesthe Dispatcher toget its document from the server; the
communication itself is managed by ttlass Reader

class Reader {

public:
Reader(HglvMovieViewer*);
~Reader();

int port() const;
void create();
void abort();
void getData();

private:
int readInput(int fd);
2

When anobject ofclass Readers created, it createspart and listens. The number of
this port can be asked by calliRgader::port()and is returned to the Session Manager.

Whenthe Session Manageells the viewer to load a new document, the viewats
Reader::create()which causes the Reader to accept a requesttifrogilocument server on its
port and link its private metho®eader::readinput(Xo thefile descriptorbelonging to this
connection. Whenevedata can be readfrom this file descriptor, the Dispatchetalls
Reader::readinput() This function justeads the data into anternal buffer and passes them
on to the viewerwhich inturn appends it to a temporalile; this file is also passed to the
MPEG decoder as input file.

Reader::getData()s called bythe viewer whenthe MPEG-decoder raout of data, to
read new data,; it jusalls Reader::readlnput()which performs a blockingead if no data are
available.

By calling Reader::abort()the communication tothe document server is aborted by
closing the corresponding file descriptor and unlink the callback function.

7.2.5. The Frame List

One of the major features of thém Player is, that it is possible to jump to any frame of
thefilm directly. MPEG does noteally supportthis, since framemay depend on eacbther
and there's notherway to findthe start of drame inthe MPEG stream thasearching for its
picture start code. So the viewaias totake care of thérames by itself. An object aflass
Frame describes one frame:

class Frame {
public:
long pos() const; /I get file position of frame
int fileOrder() const; // number of frame in file order
int dispOrder() const; // number of frame in display order
int past() const; /I get past reference frame
int future() const;  // get future reference frame
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A frame objectstores the position of ame inthe MPEGfile, its number inboth file
and display order and its past and future referenitames. Each of this information can be
accessed by the appropriate nhem function. The functions Frame::past() and
Frame::future() return thenumber ofthe past or future referendeame in displayorder
respectively, or -1 ithere is no such referené@me (so I-frames arerames withpast = -1
and future =1, Rframesare frames withpast# -1 and future = -1 and B-framese frames
with pastz 1 and futurez -1).

All objects ofclass Frameare created bglass FramelList(which is a friend ofclass
Anchor, sinceAnchordoes nofpossess aublic constructor). Wen loading icomplete, the
viewer creates &rame list.Its constructor arses the MPEG stream for pictgtart codes,
reads the picture headerftod the frametype, calculates the referentames, andbuilds up a
list of all frames in the MPEG stream sorted by their number in display order.

class FramelList {

public:
FrameList(FILE* mpegStream); // constructor
~FramelList(); /I destructor
long count() const; /I get number of frames

Frame* item(long i) const; // get i-th frame in list
const Frame* findClosestIFrame(long i) const;
/I find closest I-frame to i-th frame
2

By calling FrameList::count() the totalnumber of frames ithe MPEG stream is
returned FramelList::item(long i)returns the i-thtem of thelist (i.e. the i-thframe in display
order,sincethelist is sorted bydisplayorder)andFrameList::findClosestIFrame(long Ban
be used to find the I-frame closest to the i-th frame.

7.2.6.Anchors

Format of Anchors:

Anchors are Hyper-G objects and passed to the viewer as parameter of eitbadfhe
(source anchors) or thierowse() (destination anchorgall. The part of theanchor object
describingthe shape of the anchor is theld Position for anchors infilm documents, the
format of this field is shown in figure 7.9.

<position> ::= <rect-position>| <circle-position> | <frame-position>
<rect-position>::= Position=Rect<interpolation>ny: k; Xg Yo X1 Y1, ---
<circle-position> ::= Position=Circle <interpolation>ny: ki X Yo I, ...

<frame-position>::= Position=

<interpolation> ::= Linear | Spline

Figure 7.9: Format of Position Field
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For rectangular anchorsinterpolation> definesthe interpolationalgorithm used to
calculate the shape of the anchor for nonfkames; i is thenumber of key frames;; ks the
number ofthe key frame (in displayrder), (%, Yp) is the lowerleft corner and (x y;) the
upper right corner of the rectangle in tkey frame, where x yp, X;, y; are normalised
coordinates in [0;1]; the origin is the lower left corner of the frame.

Anchors with circular shapare analogous to rectangular ones: hegey defines the
center of the circle, and r the radius, normalised in x-direction.

<frame-position> are "pseudo-destination anchors" used with tetPos() call.
Wheneverthe Session Managéells a viewer to load a nedocument, the Session Manager
asks theviewer for itscurrent position (i.eframe) inthe (old) document bgalling getPos()
When thisdocument is reloaded later by some history function, the Session Manger sends the
viewer the argumergot bygetPos()as destination anchor, so that the viewer can jump to the
previous position. These special destination ancli@sot stored in theatabase; they can be
identified by the value NoMark in the field Function The Position field containsonly the
number of the frame (in display order) to jump to.

Implementation of anchors

There is an abstract bastass Anchorwhich definesthe functionality of anchors,
without specifying its shape:

class Anchor {
public:
enum InterpolationMethod {
LINEAR,
SPLINE

h

Anchor(Object&);
virtual ~Anchor();

boolean ok() const;
virtual int count() const = 0;

/l drawing
virtual void draw(XDisplay*, XDrawable, GC,
int frame, /I current frame
float sx, float sy) = 0; // scaling factors
virtual void drawKey(XDisplay*, XDrawable, GC,
int frame,
float sx, float sy) = 0;
virtual void drawMark(XDisplay*, XDrawable, GC,
float sx, float sy) = 0;

/1 "utilities”

virtual boolean hit(int frame, float X, float y) = 0;
virtual int keyFrame(int frame) = 0;

virtual RString position() const = 0;

/I marking

virtual void startMarking(int frame, float x, float y) = 0;
virtual void updateMarking(int frame, float x, float y) = 0;
virtual void marking(int frame, float x, float y) = 0;

-64 -



virtual void stopMarking(int frame, float x, float y) = O;

InterpolationMethod interpolation() const;
int startFrame() const;

int stopFrame() const;

boolean seen() const;

boolean visible(int frame) const;

protected:
friend class AnchorList;

virtual void interpolate() = O;
virtual void interpolateLinear() = 0;
virtual void interpolateSpline() = 0;

Normally ananchor is constructed by its Hyper-G object descriptimchor::ok()
returns if the construction wasiccessful (i.e. ithe parameter passed to the constructor was a
valid Hyper-G anchor descriptiorAnchor::count()returns the number of key frames.

Anchor::draw() tells the anchor to draw its region for trepecified frame on the
specified DrawableAnchor::drawKey()tellsthe anchor to draw the region of ksy frame (if
the specified frame is a key frame\nchor::drawMark() is used for rubberbandinduring
defining a new anchor.

Anchor::hit() returns if the specified point is inside the anchor's region.
Anchor::keyFrame(int framejeturns thenumber ofthe frame-thframe inthe list of key
frames, or -1 if it is no key framé@nchor::position()returns the positiofield of the anchors
object description.

Anchor::startMarking() Anchor::updateMarking()  Anchor::marking() and
Anchor::stopMarking()are called to define a nevanchor.They are called whenthe user
presses the mouse button, drags the mouse, and releases the mouse button respectively.

Anchor::interpolation() returns the interpolatioalgorithm used bythe anchor (either
linear or spline)Anchor::startFrame(JandAnchor::stopFrame(yeturn thenumber ofthefirst
and last key frame (idisplay order), Anchor::seen()returns if the anchor's destination has
already be seen athchor::visible()returns if the anchor is visible in the specified frame.

The private members Anchor::interpolate() Anchor::interpolateLinear() and
Anchor::interpolateSpline(Jare called to interpolate the shape of the anchornion-key
frames.

class RectAnchors derived fromAnchor It implementsthe purevirtual methods of
Anchorfor rectangular shaped anchors:

class RectAnchor : public Anchor {
public:

RectAnchor(Object&);

virtual ~RectAnchor();

virtual void draw(XDisplay*, XDrawable, GC,

int frame,
float sx, float sy);
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virtual void drawKey(XDisplay*, XDrawable, GC,
int frame,
float sx, float sy);

virtual void drawMark(XDisplay*, XDrawable, GC,
float sx, float sy);

virtual int count() const;
virtual boolean hit(int frame, float x, float y);
virtual RString position() const;

virtual void startMarking(int frame, float x, float y);
virtual void updateMarking(int frame, float x, float y);
virtual void marking(int frame, float x, float y);

virtual void stopMarking(int frame, float x, float y);

private:

virtual void interpolate();
virtual void interpolateLinear();
virtual void interpolateSpline();

3

An analogouglass CircleAnchorexists for circular shaped anchors.

The class AnchorListis the centraklassfor the management of anchors. handles
source anchors as well as the destination anchor and the definition of new anchors.

class AnchorList {

public:
AnchorList(HglvMoviePlayer*);
~AnchorList();

void setSource(const char?*);
void setDest(const char*);
void clearDest();

void setDrawable(Window?);

void updateDraw();

void draw() const;
boolean selected() const;
boolean mark() const;

void interpolation(Anchor::InterpolationMethod);

void follow();

void follow(Coord x, Coord y) const;
void next();

void selectNew(Coord x, Coord y);
void selectNext(Coord x, Coord y);

void defineSource();
void defineDest();
void useDefault();
void deleteLink();

void startMarking(float x, float y);
void updateMarking(float x, float y);
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void marking(float x, float y);
void stopMarking(float x, float y);

/I colors

void getAnchorColor(int&, int&, int&) const;
void getSeenColor(int&, int&, int&) const;
void getSelectedColor(int&, int&, int&) const;
void getDestColor(int&, int&, int&) const;
void getMarkColor(int&, int&, int&) const;

void setAnchorColor(int, int, int);
void setSeenColor(int, int, int);
void setSelectedColor(int, int, int);
void setDestColor(int, int, int);
void setMarkColor(int, int, int);

%

AnchorList::setSource()is used to set the source anchagst from load(),
AnchorList::setDest() is used to set thedestination anchorgot from browse()
AnchorList::clearDest(klears the current destination anchor.

AnchorList::draw()drawsall visible anchors (source anchorsasll asthe destination
anchor and anewly marked anchor)AnchorList::updateDraw()updates thdist of visible
source anchors (according to the currieame ofthe film player) and then drawall visible
anchors.

AnchorList::interpolation() sets the interpolatioralgorithm for the newly defined
anchor.

AnchorList::follow() activates the selected source anch@r there is one),
AnchorList::follow(Coord x, Coord y3elects the first source anchor found, which encloses the
point (X, y), and activates it.

AnchorList::selectNew(Coord x, Coord yand AnchorList::selectNext(Coord X,
Coord y) select thefirst or the next source anchor foundghich encloseshe point (x, y).
AnchorList::next()just selects the next visible source anchor.

AnchorList::startMarking() AnchorList::updateMarking()AnchorList::marking() and
AnchorList::stopMarking()arecalled wherthe userefines a new anchor; thaeye passed to
the newly defined anchor object.

AnchorList::defineSource@ndAnchorList::defineDest(arecalled to sendhe position
of a newlymarked anchor to the Session Manger as source or destination ersgemtively.
It is the Session Manager's task to insert the anchor into the database.

AnchorList::useDefault(Jellsthe Session Manager to use the wtilite as destination
anchor.

AnchorList::deleteLink(}ellsthe Session Manager to delete the selected source anchor,
as well as the attached link and the attached destination anchor.

-B7 -



7.2.7. The User Interface - InterViews

The InterViews toolkit [Linton89] is based upon the Xikary [Nye88, Nye89] and
provides a set of C+€lasses to buildiser interfaces. It ipublic domain andavailable by
anonymous ftp from interviews.stanford.edu:/pub/3.1.tar.Z.

Session

Each InterViews application musteateexactlyone object otlassSessionthe one and
only object of this class is accessible the Session::instance(member function. The
Session::run()member functiorprovides the min run loop: X events (foexamplegenerated
by user interactions whemoving the mousepressing mousbéuttons orkeys) are read and
appropriate functionsre called until the Session is ended lwalling Session::quit() The
Session run loop also calls the Dispatcher (see chapter 7.2.4. on page 61) to handle 1/0-events.

Window

Another important InterViews classtise Windowclass;there are some derivatasses
for various purposes, the most important tifem is the ApplicationWindow An
ApplicationWindow gets a Glyph (see below) and is mapped to the scraghnen
Window::map()is called. Ashortcut formapping a window and thestarting thesession run
loop is provided by the memb8ession::run_window,)

Glyph

Glyphsare these InterViews' objeatshich actually do drawing. They can be combined
to build a directed acyclic graph. The main member functions of Glggh are:

Glyph::request(Requisition&pasks theGlyph aboutits size (which in InterViews is
calledRequisition which in turn consists of Requirementor each dimension. Requirement
defines a natural ("default") size tife Glyph, as well asts maximaland itsminimal size for
the given dimension).

Glyph::allocate(Canvas*, const Allocation&, Extension&glls the Glyph at which
Allocation (i.e. which region of theCanvag it may draw itself; the Canvasdefines atwo-
dimensionakurface to which group ofGlyphsare attached ananto which theymay draw.
By setting arExtensionthe Glyph tells the applicationpnto which part ofit's Allocation the
Glyph really draws; theExtensionis used by InterViews to decide if tl@&yph has to be
redrawn, when the window (or part of it) has been damaged.

Glyph::draw(Canvas*, Allocation&) tells the Glyph to draw itself at the given
Allocation A draw must not occur before tldyphis told itsAllocation by anallocatecall.

A special kind ofGlyph are MonoGlyphs A MonoGlyph can be wrapped around
anotherGlyph (called its body). Theyadd somespecial functionality or behaviour to their
body.

A simple example of #MonoGlyphis theBackground It just draws some background
colour before it draws its body on this backgroukidre complicatedMonoGlyphsare the
Patchand theinputHandler A Patch stores theAllocation of its body; it defineshe member

- 68 -



functionsPatch::reallocate()which callsthe body'sallocate() with the storedAllocation and
Patch::redraw()which causes the body to be redrawn.

An InputHandler adds inputhandling toits body. It definesthe menber functions
InputHandler::press(jandInputHandler::release() which are called when a moudeutton is
pressed or released respectivéhputHandler::drag() and InputHandler::move() which are
called, when the mouse cursor is moved in the body's Allocation
InputHandler::double_click() which is called when anouse button iglouble clicked, and
finally InputHandler::keystroke(which is called when a key has been pressed.

WidgetKit

A set ofelements, such as menus, pishtons, andscroll bars, needed touild user
interfaces are provided by InterViews in theclass WidgetKit For example
Button* WidgetKit::push_button(char* label, Action* actioyeates a puslbutton with a
given label; wherthe button is pressed by the user, InterVieats the providedcallback
functionaction, so the application can react to the users action. Menus and scroll bars are dealt
with similarly.

The WidgetKit also provides some more simpleGlyphs such as
WidgetKit::inset_frame(Glyph*) or WidgetKit::outset_frame(Glyph*) to draw a
"3-dimensional” border around a Glyph or WidgetKit::background() and
WidgetKit::foreground() which return the current background and foreground colour
respectively.

LayoutKit

The LayoutKit providesGlyphsto structure othe@Glyphsor to change their layout, such
as LayoutKit::margin() to draw margin around a Glyph LayoutKit::hspace() and
LayoutKit:.vspace(jo draw a horizontal orertical space respectively, ahdyoutKit::hbox()
andLayoutKit::vbox()to groupGlyphsin a horizontal or vertical box respectively.

Style

As usual in X applications, user-customizable attributes, such as foreground and
background colour, or thsize and position ofhe window, are provided by X resources.
InterViews supports these in tblass StyleWhencreating theSessionone musspecify the
base name dhe resource clas&tylescan be nestetierarchically, bycreating a newstyle
with an existing one as parent.

Style::attribute()can be used tset ("hard-code") attribute§tyle::find_attribute()or
Style::value_is_on(fan be used to read the X resource@gchingthe Stylés resourceclass
name.

7.2.8. Embedding the MPEG decoder into InterViews

InterViews was used tbuild auser interface arounthe MPEG decoder. InterViews'
run loop Gession::run()could not be used for this purpose, since it providasexhanism to

- 69 -



call a function, wherthe event queue is emptyhis is necessary, since whémere are no
events in the queue, the player should decode digdlay frames.Therefore class
HglvMoviePlayer(see chapter 7.2.9. on page 70) defines its own run loop:

void HglvMoviePlayer::run() {
Session* session = Session::instance();
Dispatcher& dispatcher = Dispatcher::instance();
long sec = 0;
long usec = 0;
Event event;
do {
if (state == MovieLoading || (state == MoviePlaying && live )) {
dispatcher.dispatch(sec, usec);
if (session->pending()) {
session->read(event);
event.handle();

}

else {
callParser();

}

else {
session->read(event);
event.handle();

} while (Isession->quit());

}

During loading, if the live option is turned on, and during playthg Session::pending()
call is used to check, if there are any events iragipdications everueue. If there are events,
the first one is read ession::read)) and handledEvent::handle(), if there are none, the
MPEG parser is invokedHglvMoviePlayer::callParser() to decode sompart of the MPEG
stream anddisplay a frame. Additionallythe Dispatcher is activated by calling
Dispatcher::dispatch(to handlethe communications tdoth the document server and the
Session Manager.

Whennotloading or playingi.e. whenthefilm is paused, or no MPEG stredms been
opened yet)Session::read()s called directly; this blockthe application until an evemccurs;
the Dispatcheris called periodically bgession::read()so there is no need to call it explicitly.

InterViews has also toreate, map, and plac¢éhe window intowhich the decoder draws
the frames. This is handled bylass X_Context derived fromGlyph X_Contextmaps an
X_Window(which is just a very simple subclassWindow withoutany special functionality)
at its Allocation The window-id of this window is then passedth® decoder byalling
HgMpeg::initXDisplay()

7.2.9. The Viewer Class

The central class ahe Film Player isclass HglvMoviePlayer(the "Hg" stands for
Hyper-G, the "Iv" for InterViews). Itombines all othe aboveclasses andeally implements
the player's functionality.

-70 -



class HglvMoviePlayer : public HgMpeg, public HgViewer {
public:

[/l internal state of the player
enum MovieState {

Movielnvalid, // no movie loaded

MovieLoading, /I just loading movie
MovielLoaded, // loading complete occured
MoviePlaying, /I just playing movie

MoviePaused, /I movie paused (by user)
MovieDone // playing is done; last frame shown

kh

HglvMoviePlayer (HgViewerManager*, boolean);
virtual ~HglvMoviePlayer();

// my runloop
void run();

/l from HgViewer

virtual void load(const char* doc,
const char* anchors,
const char* info = nil);

virtual void browse(const char* dest);

virtual void terminate();

virtual void setLanguage(int);

virtual int port() const;

virtual void getPos(RString&);

virtual void iconify();

virtual void deiconify();

virtual void map();

virtual void unmap();

virtual void moveto(float, float);

virtual void resize(float, float);

virtual void raise();

virtual void lower();

/l from HgMpeg

virtual void initXDisplay(Window* win);
virtual void drawSpecial() const;
virtual void changeDither(int);

virtual void waitForData();

virtual void error(const char*);

/I functionality

void play();

void pause();

void step();

void backstep();

void rewind();

void wind();

void gotolFrame(int frame);

void gotoFrame(int frame);

void quit();

void abort();

void openFile(const char* flename);
void saveAs(const char* filename);

/I miscellaneous
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void redrawFrame() const;

int aborted() const;

void toggleLive();

void toggleShowAnchors();

void changeSize(HglvMovieViewer::MovieSize);

private:
void callParser(); // call MPEG parser

I

The classnaintains an internatate of typeHglvFilmPlayer::MovieStatewhich can be
Movielnvalid (when someerror occurred)MovieLoading (during loading),MovieLoaded
(when loading was completedyloviePlaying (when themovie is playing),MoviePausing
(when the movie is paused)MovieDone(when the end of themnovie has beereached)This
statealso affectghe run loop ofthis class(see chapter 7.2.8. on page 6&ich calls the
MPEG decoder bycalling HglvMoviePlayer::callParser() when the state is either
MoviePlayingor MovieLoading

Additionally to overloadingand implementingmethods inherited froniHgViewer and
HgMpeg this class alsamplementsthe functionality. A videorecorder provides thebvious
user metaphor for th&ilm Player; this is also reflected lifge methodamplementing the
functionality:

HglvMoviePlayer::play() starts theplaying of the movie, HglvMoviePlayer::pause()
pauses thelaying of the movie, HglvMoviePlayer::stop()stops theplaying of the movie.
These functions essentially just set the state of the player to the appropriate value.

HglvMoviePlayer::step()can be used tstep through thenovie picture-wise. ltcalls
HgMpeg::decode(until a picture has been displayed.

HglvMoviePlayer::gotoFrame(int framejumps to the frame-th picture(in display
order) of thefiim. The implementation of this function more complicatedsince INnMPEG
framesmay depend on other onewhen loading is complet¢he viewer creates an object of
class FramelLis{see 7.2.5. on page 6&hich isthen used to determirtee referencérames
of the targetframe and their position ithe MPEG stream. Then the decodecadied to
decode the reference frames (and recursively their reference frames, if ttaerg) amedinally
decodes the targétame andlisplaysit. This function can beathertime consuming, as aybe
a larger number of reference frames has todeeoded too. Therefore thiinction
HglvMoviePlayer::gotolFrame(int framef)as been implemented. This function jumps to the
I-frame closest tdhe frame-th pictureSince I-frames damot depend on otheframes, this
frame can bedecoded anddisplayed immediately.The scrollbar ofthe viewer uses
HglvMoviePlayer::gotolFrame()for performance reasons, but it could be replaced by
HglvMoviePlayer::gotoFrame(dny time.

The other functions HglvMoviePlayer::backstep() HglvMoviePlayer::rewind() and
HglvMoviePlayer::wind()just useHglvMoviePlayer::gotoFrame(fo jump to the previous
frame, or tothe first frame andhe lastframe ofthe destination anchdor the wholefilm, if
there is no destination anchor) respectively.

HglvMoviePlayer::quit() quits the viewer (aftetelling the Session Manager), and
HglvMoviePlayer::abort()is used to abort loading: it stops the reader prosessches for
the start of thdast frame already loaded amdincates the MPEG stream at that point.
Additionally the viewer sets itsvariable error_ (a protected meber of the baseclass
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HgViewe) to INCOMPLETELOAD and calls HgViewerManager::viewerError() So the
Session Manager knows that loading was incompletedaed notsend a reload, but ral
load, when the user wants to see the document again.

Calling HglvMoviePlayer::saveAs(const char* filenamspaves the MPEG stream.
HglvMoviePlayer::openFile(const char* filenames) used toplay a locaMPEG file. This is
implemented by directly calling the functiolead() andbrowse() whicharenormally called by
the Session Manager.

Finally there are mumber of member functions to chartpe display size (half, normal,
or double), the turn on @ff the playing ofthe film during loading, or tdurn on oroff the
anchors, whose meaning and implementation is straightforward.
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8. Summary

Moving pictures have became an importpatt of ourdaily live, for entertainment as
well as business. Televisior@gvance from analogue to digital technology further increases its
possibilities.

On the other hand new communication technologies are arising, which, in somsiltime,
surely be as widespread and natural as televisitoday.Every household iV be connected
to a global communication network. But as information systems will be used by more and more
people (andhot only experts) is Wl become essentially théhhese systemare easy touse.
Hypermedia systems could meet these expectations.

Hyper-G is the first second-generation hypermedia system, whielkitge enough to be
of use for a wide range of applicatioridarmony isthe Unix/X11 client for Hyper-G. It
consists of the Session Mangehich allowsusers to navigate through timformation space,
and a native viewer for each type of documarttich currentlyare text,image,film, audio,
scene and postscript. It is the viewer's responsibility to display a document.

The HarmonyFilm Playerfully integrates digital video intthe hyperlink structure of
Hyper-G/Harmony. Isupports source and destination anchofénmdocuments awell as it
provides thefunctionality to define newanchors. The most important features of Him
Player are:

« The film can be playelive during loading.

« TheFilm Player provides & CR-like user interfaceand ascrollbar, allowingthe user to
pause the film or to jump to any picture of the film.

« The Film Player allowssynchronised playbaclof the film, with any user choserirame
rate.

- By defining rectangles in key frames, any part of the film (both spatial and temporal) can be
marked either as source or destination anchothgparlink.

The HarmonyFilm Player is far from beingomplete. It was a firsstep to show the
possibilities of digital video in hypermedia systerimportantthings to come irthe future
include:

« MPEG-2is now a newnternational standardyhich is especially designed suwit digital
television; surely the Film Player will support MPEG-2 in some time.

« Otherexisting formatdor digital video should béntegrated into thé=ilm Player,namely
Quicktime andAVI, whicharealready widelyused, thdirst on Apple platformsthe later
on Microsoft Windows platforms.
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Up to now theFilm Playerdoes not suppogudio (one carsay it is still inthe silentera).
Audio immediatelyintroduces thgroblem of absolute synchronisation of video and audio
(which makes it difficult to combinéhe Harmony Film Player andthe Harmony Audio
Player, since they are independent processes and cannot be synchronised easily).

Decoding of digital video needs lat of time, especially, when alsaudio should be
decoded anglayed, synchronously and in real time. TherefBilen Player should let
MPEG hardware if present, do the decoding (and displaying) in the future.
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Appendix A: The Harmony Colormap

The Harmony Colormapyhich isused byall Harmonyprocesses, contains 148 colours.
These are: Grimary colours (red, greermhlue, cyan, magenta and yellow), 16 grayscales
(black, #111111, #222222,, #EEEEEEwhite), and 128 coloursqually spaced in YQC,
colour space, with 8alues of Y(16, 48, 80, 112, 144, 176, 208, 24 4 values of Cand
C, respectively(32, 96, 160, 224). Note that 2 tifese colours are double in RGB colour
space, making totally 148 unique colours.

The colours are sorted and allocated by priority, so that Harigetsycolours across the
whole colour space, even if gannot allocatall desired colours. IHarmony isnot able to
allocate a colour, it takes the closest colour to be found in the colormap.

Table A.1: The Harmony Colormap

RGB YCpCr

0 (255/255/255) white

1 (0/0/0) black

2 (0/147/255) (112/224/32

3 (255/108/0) (144/32/224

4 (41/255/5) (176/32/32)

5 (214/0/250) (80/224/224

6 (119/119/119) gray

7 (150/0/0) (16/96/224)

8 (195/255/69) (240/32/96)

9 (105/255/255)  (240/160/32
10 (150/0/0) (16/32/224)
11 (255/150/151)  (208/96/224)
12 (0/127/0) (48/96/32)
13 (0/137/136) (80/160/32)
14 (41/255/119) (176/96/32)
15 (214/0/136) (80/160/224
16 (220/120/255)  (176/224/160)
17 (92/14/104) (48/160/160
18 (255/0/0) red
19 (0/255/255) cyan
20 (99/133/255) | (144/224/96
21 (156/122/0) (112/32/160
22 (92/0/218) (48/224/160
23 (195/255/183 (240/96/96)
24 (131/231/5) (176/32/96)
25 (255/255/0) yellow
26 (131/209/119 (176/96/96)
27 (0/73/72) (16/160/32)
28 (255/86/87) (144/96/224

"~

—~

—~

~

RGB YCHCr
29 (67/145/55) | (112/96/96)
30 | (255/64/200)| (144/160/224
31 (35/69/250) | (80/224/96)
32 | (163/197/255) (208/224/96
33 (92/58/0) (48/32/160)
34 (0/191/55) (112/96/32)
35 | (156/56/255)| (112/224/16(
36 | (255/204/69)| (240/32/224
37 (9/201/200) |  (144/160/32
38 | (188/132/87)| (144/96/160
39 (220/186/5) | (176/32/160
40 | (170/170/170) gray

41 | (156/78/168)| (112/160/16(
42 | (105/255/69)|  (240/32/32)
43 | (105/255/183)  (240/96/32)
44 | (67/123/168)| (112/160/96
45 | (255/184/255) (240/224/16(
46 (0/0/255) blue

47 (68/68/68) gray

48 (150/0/72) | (16/160/224
49 (150/0/186) | (16/224/224
50 | (255/228/183) (240/96/160)
51 | (41/211/255)| (176/224/32
52 (214/44/0) (80/32/224)
53 | (195/251/255) (240/160/96)
54 (60/4/0) (16/96/160)
55 (67/167/0) (112/32/96)
56 (0/213/0) (112/32/32)
57 | (255/42/255)| (144/224/22

—~
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RGB YChCr
58 (0/71/0) (16/32/96)
59 | (204/204/204) gray
60 (99/177/87) (144/96/96)
61 (35/91/136) (80/160/96)
62 (99/155/200)|  (144/160/96
63 (124/46/136)|  (80/160/160
64 | (188/110/200) (144/160/16()
65 (156/100/55)|  (112/96/160
66 (34/34/34) gray
67 (0/83/218) (48/224/32)
68 | (220/164/119) (176/96/160)
69 | (163/241/151)  (208/96/96)
70 (60/0/72) (16/160/160
71 (9/223/87) (144/96/32)
72 (246/32/168)| (112/160/224)
73 (246/54/55) |  (112/96/224
74 (0/27/72) (16/160/96)
75 (255/250/69)|  (240/32/160)
76 (124/24/250)|  (80/224/160)
77 (3/37/218) (48/224/96)
78 | (252/196/151) (208/96/160)
79 (99/199/0) (144/32/96)
80 (163/255/37)|  (208/32/96)
81 (73/255/37) (208/32/32)
82 (73/255/151)|  (208/96/32)
83 (0/105/104) (48/160/32)
84 (0/169/168) | (112/160/32
85 (67/101/255)|  (112/224/96
86 | (131/165/255) (176/224/96)
87 (60/0/186) (16/224/160
88 (188/88/255)|  (144/224/16()
89 (182/0/218) |  (48/224/224
90 (182/0/104) |  (48/160/224
91 (255/96/232)|  (176/160/224)
92 | (255/118/119) (176/96/224)
93 (255/172/37)|  (208/32/224)
94 (124/90/0) (80/32/160)
95 (188/154/0) |  (144/32/160
96 (35/113/23) (80/96/96)
97 (0/255/0) green
98 (255/0/255) magenta
99 (0/159/23) (80/96/32)

100 | (255/138/255) (240/224/224)

101 (0/51/186) (16/224/32)

102 (3/59/104) (48/160/96)

-77 -

RGB YCHCr
103 | (255/182/183) (240/96/224
104 | (252/218/37)| (208/32/160
105 | (73/243/255)| (208/224/32
106 (182/12/0) (48/32/224)
107 (9/179/255) |  (144/224/32
108 (246/76/0) | (112/32/224
109 (0/115/250) | (80/224/32)
110 (255/140/5) | (176/32/224
111 (35/135/0) (80/32/96)
112 (0/181/0) (80/32/32)
113 | (41/233/232)] (176/160/32
114 | (131/187/232) (176/160/96)
115 | (220/142/232) (176/160/16()
116 | (255/74/255)| (176/224/224)
117 (214/22/23) | (80/96/224)
118 (124/68/23) | (80/96/160)
119 (17/17/17) gray
120 (51/51/51) gray
121 (85/85/85) gray
122 | (102/102/102 gray
123 | (136/136/136 gray
124 | (153/153/153 gray
125 | (187/187/187 gray
126 | (221/221/221 gray
127 | (238/238/238 gray
128 | (255/106/255) (208/224/224)
129 (3/103/0) (48/32/96)
130 (0/49/0) (16/96/96)
131 (0/149/0) (48/32/32)
132 | (163/219/255) (208/160/96)
133 | (195/229/255) (240/224/96)
134 | (255/206/255) (240/160/16())
135 | (255/160/255) (240/160/224)
136 (60/26/0) (16/32/160)
137 (92/36/0) (48/96/160)
138 (9/245/0) (144/32/32)
139 | (246/10/255)| (112/224/224)
140 | (73/255/255)| (208/160/32
141 (182/0/0) (48/96/224)
142 (3/81/0) (48/96/96)
143 | (252/174/255) (208/160/16())
144 (0/117/0) (16/32/32)
145 | (255/128/255) (208/160/224)
146 (0/95/0) (16/96/32)
147 | (252/152/255) (208/224/16()
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